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Abstract

This paper develops a novel general-equilibrium model of the relationship between
competition, financial constraints and misallocation, and tests its implications using Indian
plant-level panel data. In the model, steady-state misallocation consists of both variable
markups and capital wedges. The variable markups arise from Cournot-type competition,
whereas the capital wedges result from the interaction of firm-level productivity volatility
with financial constraints. Firms experience random shocks to their productivity and in
response to positive productivity shocks they optimally grow their capital stock, subject to
financial constraints. Competition plays a dual role in affecting misallocation. On the one
hand, both markup levels and markup dispersion tend to fall with competition, which un-
ambiguously improves allocative efficiency in a setting without financial constraints. On
the other hand, in a setting with financial constraints, a reduction in markups is associated
with slower capital accumulation, as the rate of self-financed investment falls. Thus, the
positive impact of competition on steady-state misallocation is reduced by the presence
of financial constraints. Empirically, I test and confirm the qualitative predictions of the
model with data on Indian manufacturing. First, I exploit natural variation in the level of
competition, arising from the pro-competitive impact of India’s 1997 dereservation reform
on incumbent plants. I show that, in line with the model, this reform lead to a reduction
in markup levels and markup dispersion, as well as to a slowdown in the firm-level speed
of capital convergence. Finally, I corroborate the external validity of the finding that capi-
tal convergence slows down with competition by providing evidence for the full panel of
manufacturing plants in India’s Annual Survey of Industries, and show that this slowdown
is particularly pronounced in sectors with higher levels of financial dependence.
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1 Introduction

Misallocation of resources has recently become a prominent explanation for cross-country dif-
ferences in economic development. For instance, Hsieh and Klenow (2009) argue that misal-
location, arising from the misalignment of marginal products across plants, could account for
40 to 60% of the difference in aggregate output per capita between the United States and In-
dia. This finding has sparked a debate on the main driving forces of the pattern in measured
misallocation across countries. For instance, measured capital misallocation, which motivates
this paper’s analysis, can be explained by technological constraints, market imperfections or
policy distortions, amongst others.1 Knowledge on the relative importance of these different
underlying mechanisms matters to understand the potential level of macroeconomic efficiency
gains from specific policy interventions.

This paper contributes to the above debate by investigating the relationship between com-
petition, financial constraints and misallocation. Existing work explains how in a setting with
variable markups, competition reduces misallocation by decreasing dispersion in markups
(e.g. Asturias et al. (2017), Peters (2013)).2 While such a channel is still present in my analysis,
I demonstrate that financial constraints introduce a second, negative impact of competition on
misallocation. Specifically, I show that competition slows down the capital growth rate of fi-
nancially constrained firms. Thereby, capital wedges, which result from the difference between
the optimal and the actual capital level of a firm, are amplified by competition. The intuition
for this result is that firm-level markups fall with the degree of competition, which lowers the
rate of internally financed capital growth. I then empirically test and confirm the qualitative
predictions of the model with data on the Indian manufacturing sector.

In the model, capital misallocation arises due to the interaction of productivity volatility
and financial constraints. Productivity volatility in this context means that firms experience
random shocks to their idiosyncratic levels of productivity. After a positive productivity shock,
a firm will optimally choose to grow its capital stock, but the financial constraint will limit its
ability to do so. A financially constrained firm will therefore rely on internally financed capital
growth, which will imply that the firm’s capital growth is a function of its markup. Since
the firm’s capital growth rate depends on its markup, its speed of convergence to its optimal
level of capital will also depend on the markup. Increased competition, by reducing a firm’s

1Roughly speaking, measured capital misallocation is a function of the dispersion in marginal revenue prod-
ucts of capital (MPRK). As such it is a salient component of aggregate misallocation. Asker et al. (2014) propose a
model where such dispersion in MRPK is explained by adjustment costs in capital, which is a form of technological
constraints. In this case, the dispersion in MRPK is the consequence of first-best optimization, and does not con-
stitute a misallocation of capital. In other settings measured dispersion in MRPK arises from market imperfections
or policy distortions. In the models presented by Midrigan and Xu (2014) and Moll (2014), capital misallocation is
driven by firm-level collateral constraints, which arise from imperfect financial markets. Restuccia and Rogerson
(2008), in their seminal contribution to the misallocation literature, model misallocation as the result of firm-level
variation in taxes or subsidies, which results from e.g. a non-competitive banking sector varying its interest rates
for noneconomic reasons. Restuccia and Rogerson (2013) provide a broader survey of the misallocation literature,
while Buera et al. (2015) survey the literature on the macro-economic impact of financial constraints.

2In an earlier contribution, Epifani and Gancia (2011) demonstrate that trade liberalization can have ambiguous
effects on markup misallocation. In their setting, misallocation arises from differences in the degree of competition
across industries, whereas I focus on varying the degree of competition within a single industry.
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markup, will then negatively affect its speed of capital convergence in response to a positive
productivity shock. This way, capital wedges are amplified by competition.

A related channel through which competition can negatively affect capital misallocation
applies to young plants. I present this channel in a version of the model where there is no
productivity volatility but instead there is birth and death of firms. If newborn firms are un-
dercapitalized and therefore financially constrained, these firms will also rely on internal fi-
nancing while converging to their optimal level of capital. This implies that competition again
reduces the speed of capital convergence and thereby amplifies capital wedges.3

I then test the predictions of the model in the context of the Indian manufacturing sector. I
first test the main mechanism of the model, namely that firm-level speed of capital convergence
decreases with competition. This prediction can be tested at two levels: for firms in general
and for young plants in particular. For firms in general, I test whether, after a firm deviates
from its optimal marginal revenue product of capital (MRPK), it converges back faster to its
optimal MRPK in a setting with less competition. Then, based on the model’s prediction for
undercapitalized young plants, I check if the capital growth rate of young plants is faster in
settings where competition is less intense. These two empirical tests are complementary. The
first test is closely linked to the structure of the model with productivity volatility as it focuses
directly on plant-level MRPK, where, inspired by Asker et al. (2014), plant-level deviations in
MRPK serve as a proxy for the plant-level capital wedges. The second test, which focuses on
young plants, has the advantage that capital growth is a reduced-form object in the data, and
therefore relies on fewer assumptions for its measurement. The fact that both tests empirically
validate the model predictions, therefore provides robust support for the model.

A second set of tests leverages heterogeneity in firms’ financial dependence, where capital
convergence of firms in sectors with higher financial dependence exhibits a stronger sensitivity
to the degree of competition. To test this prediction, I augment the baseline tests with an
interaction term of the competition measure with Rajan and Zingales (1998) measures of sector-
level financial dependence. The data again support the predictions, both for the test on MRPK
convergence, and for the test on capital growth for young firms.

These two sets of predictions rely on a measure for competition that is arguably exoge-
nous from the individual plant’s point of view, namely the median markup measured at the
state-sector-year level. The advantage of this approach is that I can test the theory on a large
set of Indian manufacturing plants, while a potential limitation is that the underlying struc-
tural drivers of the variation in the levels of competition remain unexamined. To address this
concern, I also exploit natural variation in the degree of competition arising from India’s 1997
dereservation reform. After demonstrating the pro-competitive impact of the dereservation re-
form on incumbent plants, I now test whether after the reform, MRPK convergence and capital
growth of young plants is slower.4 The data again confirm the two predictions of the model.

3I provide evidence that productivity volatility and the birth of newborn firms are both contributing to capital
misallocation in the Indian manufacturing sector.

4The dereservation reform gradually removed previously existing investment ceilings on a set of “reserved”
products (Garcı́a-Santana and Pijoan-Mas, 2014; Martin et al., 2014; Tewari and Wilde, 2016). Hence, the direct
effect of dereservation is to allow incumbent firms to increase their capital stock. However, the reform also leads
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The theory builds on Midrigan and Xu (2014), who examine comparative statics for steady-
state capital misallocation in a setting of imperfect competition. The main focus of Midrigan
and Xu (2014) is on quantifying the relative importance of barriers to entry for new firms versus
collateral constraints for incumbent firms in shaping misallocation. My focus on the compar-
ative statics for competition is therefore complementary to their analysis. Moreover, I analy-
tically derive general theoretical results, whereas Midrigan and Xu (2014) rely on simulation-
based methods. Interestingly, the steady state in my model is determined by a system of non-
linear equations, which does not allow for a closed-form solution to the comparative statics
exercise. Instead, I derive such a solution by exploiting the logical properties of the steady
state equilibrium.

Moll (2014) and Itskhoki and Moll (2015) also analyze capital misallocation analytically.
However, they do so in a setting of perfect competition, whereas I study the impact of varying
competition on misallocation. This difference in market structure not only makes our ana-
lyses complementary, it also modifies the theoretical solution strategy because a closed-form
solution is available under perfect competition, but not under imperfect competition.

By examining the potential downsides of intensified competition, this paper complements
papers that emphasize the beneficial impacts of competition on misallocation.5 For instance,
Peters (2013) argues that increased competition diminishes misallocation, as it reduces the dis-
persion in the distribution of markups. A second, well-established, beneficial impact of com-
petition consists in reallocating labor from low productivity to high productivity firms. Here,
Melitz (2003) studies the role of trade liberalization in improving the allocative efficiency of
labor, and Akcigit et al. (2014) analyze constraints to such reallocation through competition in
a Schumpeterian growth model with firm-level limits to delegation.

The analysis by Akcigit et al. (2014) is motivated by the stylized fact on firm-stagnation in
India (Hsieh and Klenow, 2014). Such slow growth of firms is part of the broader lack of real-
location and persistent level of misallocation in the Indian manufacturing sector, as analyzed
by Bollard et al. (2013). In this paper, I aim to contribute to our understanding of this high and
persistent level of misallocation in the Indian manufacturing sector. As indicated above, the
adverse effect of competition depends, amongst others, on the degree of productivity volatil-
ity and the entry-rate of newborn firms in a context of financial constraints. Existing stylized
facts strongly suggest that both productivity volatility and entry of newborn firms, two pos-
sible sources of misallocation in a setting with financial constraints, are potentially important
for misallocation in Indian manufacturing. First, for productivity volatility, Asker et al. (2014)
demonstrate that there is a strong correlation between productivity volatility and their mea-
sure of capital misallocation in the case of India. Second, Bollard et al. (2013) document high
entry-rates of new firms in Indian manufacturing. Third, Banerjee and Duflo (2014) estimate

to intensified competition, e.g. through larger firms starting to produce the previously reserved products, and this
competitive channel empirically dominates in my analysis of capital convergence.

5In the innovation literature, it is well-established that increasing competition can have both positive and neg-
ative impacts on aggregate output (see e.g. Aghion et al. (2005, 2013); Gilbert (2006)). Also in the empirical micro-
development literature there is work that studies the downsides of competition (Macchiavello and Morjaria, 2015).
However, in the misallocation literature, the downsides of misallocation have been understudied.
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severe credit constraints for large Indian firms, which is consistent with the descriptive evi-
dence on financial constraints from the World Bank Enterprise Surveys (Kuntchev et al., 2014).
Together, these three stylized facts on productivity volatility, arrival rate of newborn firms,
and financial constraints, indicate the relevance of this paper for understanding misallocation
in Indian manufacturing.

2 Theory

2.1 Setup of the economy

Agents The economy has two types of agents: workers and firm owners. The measure L of
workers supplies labor inelastically, and each worker is hired at a wage wt, where t indicates
the time period. A worker’s consumption clt is hand-to-mouth.

There is an exogenous, finite set M of firm-owners.6 Firm-owner i has the following in-
tertemporal preferences at time s:

Uit =

∞∑
t=s

βt−sdit

Where β is the discount factor and dit is firm-owner consumption.7

Production of varieties Each firm produces a variety i with a Cobb-Douglas production
function, using capital kit and labor lit as inputs:

yit = aitk
α
itl

1−α
it (1)

Productivity ait follows a stochastic process over the state space ait ∈ {aL, aH}, where aL <

aH .8 Firm-level productivity volatility, arising from this stochastic path of ait, will be central
in the analysis of steady-state firm-dynamics in section 2.4. Importantly, capital is a dynamic
input, subject to the equation of motion:

kit+1 = xit + (1− δ)kit

with investment xit taking place, and being financed at the end of period t. The decision about
labor lit+1 is also made in period t, i.e. at the same time the decision on kit+1 is made, but labor
lit+1 is only paid at the end of period t+ 1.9

6The main comparative statics within the model will be onM , as modifying the degree of competition. Having
M as exogenous simplifies the analytical solution of the model. In a simulation-based methodology, as employed
by Midrigan and Xu (2014), one can endogenize the degree of competition.

7The simplifying assumption of linear firm-owner preferences will prove useful in the analytical derivation of
a global solution for the firm-level path of capital.

8Increasing the dimensionality of the state space would add substantial complexity to the comparative-statics
exercise, without yielding additional economic insight. I follow Midrigan and Xu (2014) by assuming that in period
t, the firm is informed about the distribution of ait+1.

9The assumption of labor and capital being decided simultaneously, will simplify the optimization problem.
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Demand Investment xit, workers’ consumption clt and firm-owner consumption dit all con-
sist of shares of the final good Qt, which is composed of varieties qit:

Qt ≡M1− 1
η

[
M∑
i=1

qηit

] 1
η

(2)

where M1− 1
η eliminates taste-for-variety (Blanchard and Kiyotaki, 1987).10 11 This expression

for the composite good implies that firms face the following demand function qit:

qit =

(
pit
Pt

)− 1
1−η

M
− 1
η

[
M∑
i=1

qηit

] 1
η

(3)

where pit is the price of variety i and Pt is the price of the final good:

P
− η

1−η
t ≡ 1

M

M∑
i=1

p
− η

1−η
it (4)

Financial constraint The above implies that firms face the following period-by-period bud-
get constraint, where zit is wealth at the end of period t: zit ≡ pityit − wtlit + Pt(1− δ)kit.

kit+1 + dit ≤
zit
Pt

(5)

The financial constraint implies that consumption dit cannot be negative:

dit ≥ 0 (6)

2.2 Firm’s problem

Market structure and firm problem I follow Atkeson and Burstein (2008) by assuming that
each period, firms play a one-period game of quantity competition.12 Specifically, each firm i

sets a quantity yit+1 for sale, conditional on the quantities chosen by the other firms in the
economy. As discussed in the previous subsection, firms make decisions about lit+1, kit+1

in period t, knowing ait+1 and given the budget constraint Pt(kit+1 + dit) ≤ zit. There-
fore, any firm i’s optimal decisions are kit+1 (ait+1, zit,y−it+1), lit+1 (ait+1, zit,y−it+1), where
(ait+1, zit) characterizes the state for firm i and y−it+1 is the vector of decisions on yjt+1 for
all j 6= i. Through the production function (1), the choice of kit+1, lit+1 determines yit+1 and
thereby pit+1(yit+1,y−it+1) as firms incorporate the demand function (3) into their optimiza-

10This expression for the final good is employed by Jaimovich (2007) in a setting with variable markups, and it
allows to restrict attention to the competitive effects of varying M , and ignore the taste-for-variety effects. Bénassy
(1996) generalizes the idea of de-linking consumption-side taste-for-variety and firm-level market power.

11There is one sector, and Qt is the composite good of that sector. Note that it should be straightforward to
extend this to a multi-sector case when preferences are Cobb-Douglas across sectors, as expenditure shares are
constant across sectors in that case.

12I will assume that strategic interaction of firms is only within-period.
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tion. As such, this setting entails the following intertemporal problem for the firm, where
πit(kit, lit,y−it) ≡ pit(yit,y−it)yit − wtlit:

max
dit,kit+1,lit+1

L =

∞∑
t=s

Es
[
βt−sdit

]
+

∞∑
t=s

Es

[
λit

(
πit(kit, lit,y−it)

Pt
+ (1− δ)kit − kit+1 − dit

)
+ Φit(dit)

] (7)

Since each firm’s decision on yit+1 depends on (ait+1, zit,y−it+1), yit+1 will be determined
by F (a(t + 1), z(t)), the joint distribution of ait+1 and zit, and by the conditions in the labor
and goods market implied by M,L.

kit+1 (ait+1, zit, F (a(t+ 1), z(t)),M,L)

lit+1 (ait+1, zit, F (a(t+ 1), z(t)),M,L)
(8)

The optimal choices in (8) determine pit+1 (ait+1, zit, F (a(t+ 1), z(t)),M,L), and given the
firm’s marginal cost thereby also determine the markup µit+1

µit+1 (ait+1, zit, F (a(t+ 1), z(t)),M,L) =
εit+1 (ait+1, zit, F (a(t+ 1), z(t)),M,L)− 1

εit+1 (ait+1, zit, F (a(t+ 1), z(t)),M,L)
(9)

where the demand elasticity εit is:

εit+1 (ait+1, zit, F (a(t+ 1), z(t)),M,L) = − 1

1− η
+

(
η

1− η

)
yηit+1∑
i y
η
it+1

(10)

Labor optimization The first-order condition for labor is standard:

Es

[
∂[πit(kit, lit, F (a(t+ 1), z(t)),M,L)/Pt]

∂lit

]
= 0 (11)

Intertemporal optimization Now I derive the first-order conditions for the dynamic part of
the problem. Start with the first-order condition for dit.

∂L
∂dit

= βt−s + Es[−λit + Φit] = 0 (12)

Next, the first-order condition for kit+1 implies:

Es [λit] = Es

[
λit+1

(
(1− δ) +

∂[πit+1(kit+1, lit+1, F (a(t+ 1), z(t)),M,L)/Pt+1]

∂kit+1

)]
(13)
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2.2.1 Decision rules for capital and consumption

Capital and consumption The combination of (12) and (13) allows me to find the decision
rules for dit, kit+1. Taking the perspective of period s = t, there are then two cases, either
Φit > 0 or Φit = 0.

• Case 1 When Φit = 0, then kit+1 is optimally set such that:13

1 = Et

[
λit+1

(
(1− δ) +

∂[πit+1(kit+1, lit)/Pt+1]

∂kit+1

)]
(14)

And consumption dit = πit(kit,lit)
Pt

− xit.

• Case 2 When Φit > 0, then dit = 0 and the path of capital is determined by the budget
constraint: kit+1 = πit(kit,lit)

Pt
+ (1− δ)kit.

Output and markup The above decision rules also imply an output decision for both cases.

• Case 1 When Φit = 0, then firms in period t solve the following system of decision rules
regarding period t+ 1:

Et

[
λit+1

∂[πit+1(kit+1, lit)/Pt+1]

∂kit+1

]
= 1− Et [λit+1(1− δ)]

∂[πit+1(kit+1, lit+1)/Pt+1]

∂lit+1
= 0

• Case 2: When Φit > 0, then the optimal labor choice lit+1 is chosen conditional on kit+1 =
πit(kit,lit)

Pt
+ (1− δ)kit.

Given the decision on kit+1, lit+1, the output yit+1 is determined due to the production func-
tion (1). Then, given (3), this determines the price pit+1 of the firm. This pricing decision
simultaneously implies a decision on the markup in (9), given the firm’s marginal cost.

2.3 Steady state equilibrium

An equilibrium consists of a set of prices Pt, wt, pit, a set of consumption dit(ait+1, zit, F (a(t+

1), z(t))), capital kit+1(ait+1, zit, F (a(t+ 1), z(t))) and labor lit(ait, zit−1, F (a(t), z(t− 1))) deci-
sions by firm-owners and consumption by workers wt

Pt
L that satisfy

• the labor market clearing condition

L =

M∑
i=1

lit (15)

• the goods market clearing condition

13When Et[Φit+1] = 0, then Et[λit+1] = β, and therefore (14) simplifies to ∂[πit+1(kit+1,lit)/Pt+1]

∂kit+1
= 1

β
+ δ − 1.
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Qt =
M∑
i=1

(xit + dit) +

∫
l∈L

cltdl (16)

• the optimality conditions (11), (13) for each firm i, conditional on the choices of ljt, kjt of
all firms j 6= i.

• market-clearing for each variety i: yit = qit, satisfying (3)

• the equalized budget constraint Pt(kit+1 + dit) = zit, and the financial constraint dit ≥ 0.

To solve this equilibrium, I can pick as numeraire wt = 1, and Pt is a function of the indi-
vidual prices as in (4). Next, yit is determined by kit, lit, ait, where ait is exogenous. Satisfying
(3) implies that pit is given by choice of yit. Finally, lit, kit, dit are determined by (11), (13) and
the budget constraint (5), as explained in section 2.2.1. Since there are M firms, this then is a
system of Mx3 equations with Mx3 unknowns.

A steady state equilibrium is an equilibrium that satisfies for all t14 :

Kt = K,

Pt
wt

=
P

w
,

F (a(t+ 1), z(t)) = F (a′, z)

(17)

A first implication of this definition of the steady state, is that H(a(t), k(t)) = H(a, k), i.e.
the joint distribution of productivities and capital will be stable.15 The reason is that capital
choice is determined by F (a(t+1), z(t)): kit+1(ait+1, zit, F (a(t+1), z(t))). A second implication
is that aggregate output will be stable as well: Qt = Q.

2.4 Analysis of the steady state

Section 2.3 implies that in steady state each firm’s decisions depend on F (a + 1, z). Here, the
wealth distribution is endogenous, whereas the distribution of productivities is exogenously
determined. Since the distribution of wealth is a function of H(a, k), I focus on examining
this joint distribution of productivities and capital in steady state. To this end, I will start by
characterizing the firm’s decision rules for capital and labor in steady state.

2.4.1 Labor and capital decisions in steady state

It will be convenient to characterize the solution to the firm’s optimization problem by taking
the perspective of the cost-minimization problem given the optimal markup characterized in

14 Moll (2014) employs a similar definition of a steady state equilibrium.
15The assumptions on the productivity volatility process, described in Appendix C, are such that the productiv-

ity volatility process allows for a stable H(a, k).
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(9).16 As such, the cost-minimization problem implies the following optimal labor demand in
steady state:

lit =

(
(1− α)

µit

P

w

(
Q

M

)1−η
aηitk

αη
it

) 1
1+αη−η

(18)

For the capital choice, as is clear from section 2.2.1, there are two cases: either Φit = 0, or
Φit > 0.

Unconstrained firms First consider the case where a firm has Φit = 0. In that case, the
optimality condition in (13), together with (18) implies that

k∗it = µ
1

η−1

it a
η

1−η
it

Q

M

(
P (1− α)

w

) η−αη
1−η

(
α

rit

) 1+αη−η
1−η

(19)

where rit ≡
(

1
β + δ − 1

)
− ξit.17

Constrained firms When the financial constraint binds, i.e. Φit > 0. Capital grows according
to the budget constraint. Specifically, I show in appendix B.2 that:

kit+1 = (1− δ)kit + [µit − (1− α)]
wt

Pt(1− α)
lit (20)

2.4.2 Distribution and dynamics for firm-level capital

Given the expressions for k∗it, and the path for capital of constrained firms in (20), I now char-
acterizeH(a, k). First, consider the firms with ait = aL. In steady state, these firms cannot have
Φit > 018, and therefore these firms have kit = k∗L, the optimal level of kit for low productivity
firms. Note that kit(aL) > k∗L violates the firm’s optimality conditions, as firms consume any
capital in excess of k∗L, and thereby satisfy the decision rule for capital in equation (19).

Second, there are the firms with ait = aH . For these firms, either Φit = 0, or Φit > 0. When
Φit = 0, then these firms have kit = k∗H . When Φit > 0, then kit = Gτk

∗
L, where τ = t− s,

Gτ ≡ Πs+τ
r=s(1 + gr) (21)

and
gr ≡

kr+1

kr
− 1; s ≡ max r s.t. air+1 = aH&air = aL

Here, kr+1 is determined by (20), for any firm i with capital level kr. In words, kit is deter-
mined by the cumulative capital growth Gτ since the firm’s most recent positive productivity

16Jaimovich (2007) also employs the cost-minimization approach to characterize the solution to the firm prob-
lem, and as such, the optimality conditions are closely related to the ones found in that paper.

17When Et[Φt+1] = 0, then ξit = 0, otherwise ξit > 0.
18Suppose this is not the case and there is at least one firm with ait = aL &Φit > 0. Then for all firms i

with ait = aL &Φit > 0, kit+1(ait+1, zit, F (a + 1, z)) > kit. Since these firms will grow their capital, for them
kit+1 > kit. Given that firms are infinitely lived, this would then violates the property of the steady state that
F (a(t+ 1), k(t)) = F (a′, z).
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shock.

Capital of unconstrained firms Following (19), the optimal values for capital k∗L, k
∗
H are:

k∗L =

(
aηL
µL

) 1
1−η
(
α

rL

) 1+αη−η
1−η

(
P (1− α)

w

) η−αη
1−η Q

M

k∗H =

(
aηH
µH

) 1
1−η
(
α

rH

) 1+αη−η
1−η

(
P (1− α)

w

) η−αη
1−η Q

M

(22)

Where µL, µH , characterized further in section 2.4.3, are the optimal level of markups for the
respective firms. Furthermore, rH = 1

β + δ − 1 since Et[Φit] = 0 for all firms with ait = aH and
Φit = 0. Next, rL is the value for rit for all firms with ait = aL. Since for firms with ait = aH ,
the level of capital depends on Gτ , the value of Φit is also determined by τ , i.e. the number of
periods since the most recent productivity shock. The above entails that the following lemma
holds.

Lemma 1. Steady state H(a, k) is determined by:

• if ait = aL, then kit = k∗L

• if ait = aH then ∀i with τ = t− s, where s = max r s.t. air+1 = aH&air = aL:

– if Φτ = 0, then kiτ = k∗H

– if Φτ > 0, then kiτ = Gτk
∗
L

2.4.3 Distribution of markups

Now, I characterize the distribution of markups. First, the markups for the unconstrained firms
follow directly from (9), (10) and Lemma 1.

µL(aL, k
∗
L, H(a, k),M) ≡

1−Mη−1η
(aL(k∗L)α(l∗L)1−α)η

Qη

η
(

1−Mη−1 (aL(k∗L)α(l∗L)1−α)η

Qη

)
µH(aH , k

∗
H , H(a, k),M) ≡

1−Mη−1η
(aH(k∗H)α(l∗H)1−α)η

Qη

η
(

1−Mη−1 (aH(k∗H)α(l∗H)1−α)η

Qη

)
(23)

Constrained firms For constrained firms, we know that kit = Gτk
∗
L, and the markup for

these firms can be written as:

µτ (aH , Gτk
∗
L, H(a, k),M) ≡

1−Mη−1η
(y(aH ,Gτk

∗
L),F (a,k))η

Qη

η
(

1−Mη−1 (y(aH ,Gτk
∗
L),F (a,k)))η

Qη

) (24)

Together (23), (24), characterize the distribution of markups.
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2.4.4 Capital wedges

Next, I analyze the capital wedges ωit, which will be important in the analysis of aggregate
TFP. The capital wedges are implicitly defined in the following way:

kit =

(
aηit
µit

) 1
1−η
(
α

ωit

) 1+αη−η
1−η

(
P (1− α)

w

) η−αη
1−η Q

M
(25)

where ωit = rL, rH for unconstrained firms with productivities aL, aH respectively, and ωit >

rH for constrained firms. For these constrained firms, I combine equations (22) and (25), to
express the capital wedge for any period τ :19

ωτ = G
− 1−η

1+αη−η
τ

[
aηH
aηL

µL
µτ

] 1
1+αη−η

rL (26)

Note that: maxt ωτ = ω1 = G
− 1−η

1+αη−η
1

[
aηH
aηL

µL
µ1

] 1
1+αη−η

rL. Hence the distribution of ωτ for firms
with ait = aH , has a range [rH , ω1].

Lemma 2. In steady state, the distribution of capital wedges is:

• For firms with ait = aL, ωit = rL

• For firms with ait = aH :

– When Φτ = 0, ωit = rH

– When Φτ > 0, ωτ (Gτ , µτ ) = G
− 1−η

1+αη−η
τ

[
aηH
aηL

µL
µτ

] 1
1+αη−η

rL

2.4.5 Aggregates for output, capital and TFP

Aggregate output In appendix A.1, I show that

Q = TFPKαL1−α (27)

where TFP is aggregate productivity and K is aggregate capital.

TFP I now characterize TFP . In appendix A.1, I derive equation (46), which is the explicit
function for TFP . It is clear from that equation, that TFP is a function of the joint distribution
of productivities, markups and capital wedges ωit. Since the capital wedges are a function of
ait, kit, I can use Lemma 1 and equations (23),(24), to characterize TFP as:

TFP = FTFP (H(a, k),M) (28)

19The expression is found after simplifying ωit = α(Git,sk
∗
L)
− 1−η

1+αη−η

[
a
η
it
µit

(
Qt
M

)1−η (Pt(1−α)
wt

)η−ηα] 1
1+αη−η
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Aggregate capital Given Lemma 1, aggregate capital Kt =
∑M

i=1 kit can in steady state be
expressed as:

K = M

[
Prob(ait = aL)k∗L +

∞∑
τ=1

Prob(ait = aH&s = t− τ)Gτk
∗
L

]

After substituting in the value for k∗L, and using Q = TFPKαL1−α. We find: 20

K1−α =TFPL1−α
(
P (1− α)

w

) η−αη
1−η

α
1+αη−η

1−η

(
aηL

µLr
1+αη−η
L

) 1
1−η

[
Prob(ait = aL) +

∞∑
τ=1

Prob(ait = aH&s = t− τ)Gτ

] (29)

2.5 Labor Market clearing

Since there are two markets, by Walras’ Law, general equilibrium is realized when the labor
market clears. Labor demand, given in equation (18), from all firms has to equal labor supply
L:

L =
M∑
i=1

(
(1− α)

µit

P

w

(
Q

M

)1−η
aηitk

αη
it

) 1
1+αη−η

In appendix A.2, this equation is derived further. Then, notice that labor market clearing is
realized for the following P

w :

P

w
=

(
L

K

)α Ωη−αη−1

(1− α)
(
TFP
M

)1−η (30)

where

Ω ≡


M∑
i=1

aηit
µit


(

aηit
µitω

1+αη−η
it

) 1
1−η

∑M
i=1

(
aηit

µitω
1+αη−η
it

) 1
1−η


αη

1
1+αη−η

 (31)

Like TFP , Ω is a function of the joint distribution of productivities, markups and capital. In
a context with monopolistic competition, i.e. without variable markups, this condition would
not exist.

20 Specifically:

K =Q

(
P (1− α)

w

) η−αη
1−η

α
1+αη−η

1−η

(
aηL

µLr
1+αη−η
L

) 1
1−η

[
Prob(ait = aL) +

∞∑
τ=1

Prob(ait = aH&s = t− τ)Gτ

]
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In short, the above implies that the labor market clearing equation can be written as:

P

w
= FL(M,L,K, TFP,Ω) (32)

2.5.1 Summary of steady-state equilibrium

The nature of the steady-state equilibrium will be determined by the following elements:

• H(a, k), the joint distribution of ait, kit, characterized in Lemma 1

• The distribution of markups, characterized in equations (23), (24)

• Aggregate TFP , characterized in (28)

• Aggregate capital, characterized in (29)

• The factor-price ratio, determined in the labor-market-equilibrium condition in (32)

• Ω, characterized in (31).

In the comparative-statics exercise that now follows, I describe how the steady-state vari-
ables change with M . A crucial role there will be played by the comparative statics on Gτ ,
which is a crucial determinant of the distribution of capital.

2.6 Comparative statics on competition

In the theoretical appendix sections, I demonstrate the following proposition on the compara-
tive statics for M :

Proposition 1. For any M ′ > M , and for unconstrained firm-types L,H , and for constrained firms
in period τ > 0:

• Markup levels fall with M :
µ′L < µL ; µ′H < µH ; µ′τ < µτ

• Markup dispersion falls with M :

µ′H
µ′L

<
µH
µL

;
µ′τ
µ′L
≤ µτ
µL

• Capital wedges worsen with M :

ω′τ ≥ ωτ

and (Φτ > 0) =⇒ (ω′τ > ωτ )

The proposition demonstrates the dual role of competition in an environment with both
variable markups and financial constraints. On the one hand, misallocation due to markup
distortions improves, since both markup levels and markup dispersion fall with M . On the
other hand, misallocation due to capital wedges worsens due to competition. Since the latter
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effect is absent in a setting without financial constraints while the former is not, the welfare
gains from competition tend to be lower in a setting with financial constraints compared to a
setting without financial constraints.

In what follows, I will refer to the combined decrease in markup levels and markup disper-
sion due to competition, as a reduction in markup misallocation.21 When capital wedges worsen
for all financially constrained firms, I will summarize this as an increase in capital misallocation.

3 Data on Indian manufacturing plants

To test the predictions of the model, the empirical analysis employs establishment-level panel
data from the Indian Annual Survey of Industries (ASI), for the period 1990-2011. The ASI
sampling scheme consists of two components.22 One component is a census of all manufactur-
ing establishments with more than 100 employees, while a second component samples, with
a certain probability, each formally registered establishment (or plant) with less than 100 em-
ployees. All establishments with more than 20 workers (10 workers if the establishment uses
electricity) are required to be formally registered.23

In the empirical exercise, I will be exploiting variation across 3-digit sectors24 and geo-
graphical units in India. The geographical units in the data are either states or union territories.
For convenience, I will be referring to both geographical units as “states.”25

The main plant-level variables used in the analysis are capital Kirst, labor Lirst, materials
Mirst and revenue Sirst, for plant i, state r, sector s and year t. Here, a year is defined as
the financial year, and Kirst is the book value of assets at the start of the financial year. The
logarithm of a variable will be denoted in lower case.

4 Motivating stylized facts

Before examining the causal predictions of the model, I first present two motivating stylized
facts. A first stylized fact describes the empirical association of productivity volatility and
measured capital misallocation, which corroborates the central role for productivity volatility
in the model. Second, I document a negative macro-level empirical relationship between the
level of markups and measured capital misallocation. This macro-level stylized fact is in line
with the main predictions of the model, and serves to set the stage for the plant-level analysis

21Note that reduced markup levels improve intertemporal allocative efficiency of the composite output good,
by inducing higher aggregate saving and investment.

22The particulars provided here hold for the majority of the sample years. Bollard et al. (2013) provide a more
detailed description of the ASI data, including certain modifications to the sampling scheme.

23For the years 1998-2011, establishment identifiers are provided by the Indian Statistical Office. For the pre-
1998 years, I use the panel-identifiers employed by Allcott et al. (2014), which were generously made available by
Hunt Allcott.

24For all the empirics related to India’s 1997 dereservation reform, sector definitions are based on the 2004
National Industrial Classification (NIC). For all other empirical exercises, the 1987 classification is used.

25To make the definitions of states consistent over time, I employ the concordance provided by the Indian
Statistical Office. This results in a number of 35 states in the panel data.
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of the causal role of competition in Proposition 1.

4.1 Productivity volatility drives capital misallocation

A central mechanism in my model is how capital misallocation arises from the interaction of
financial constraints with firms’ idiosyncratic productivity shocks. I now check if the theoret-
ical role of productivity volatility as a driver of capital misallocation is empirically relevant
for the Indian manufacturing sector. Crucially, the goal will not be to establish a causal link
between productivity volatility and capital misallocation. Instead, I examine if there indeed
exists a correlation between productivity volatility and capital misallocation, which is a neces-
sary condition for the empirical relevance of my model.

To document the empirical link between productivity volatility and capital misallocation,
I replicate the analysis of Asker et al. (2014) - henceforth ACWDL - for the ASI data of the In-
dian manufacturing sector. As in ACWDL, the analysis centers around dispersion of marginal
revenue product of capital (MRPK). The measure for MRPK is based on the assumption of
a sector-level Cobb-Douglas production function, which implies that the marginal revenue
product of capital takes the following form:

MRPKirst = ln(βKs ) + sirst − kirst (33)

MRPK dispersion is then measured at the sector-year level as Stdst(MRPKirst), and the em-
pirical measure for productivity volatility is Stdst(ait−ait−1), with ait as the measure of plant-
level revenue productivity.26 27

The data exhibits a strong upward-sloping relationship between productivity volatility and
MRPK dispersion (Figure 1). Moreover, as in ACWDL, I also implement several plant-level ro-
bustness tests for the relationship between MRPK dispersion and productivity volatility (see
Appendix F). This combination of sector-level evidence with plant-level evidence on the cor-
relation between productivity volatility and capital misallocation, substantially reduces the
likelihood that this correlation is only driven by measurement error. Therefore, this evidence
strongly corroborates the empirical relevance of productivity volatility as a driver of capital
misallocation.

26 Revenue productivity is again measured as in ACWDL, who impose that revenue takes a Cobb-Douglas form.
Together with the assumption of cost-minimization these structural assumptions imply that productivity ait can
be measured as:

ait = sirst − βKs kit − βLs lit − βMs mit

where output elasticities are measured as βLs = Medians
[
wage billirst

Sirst

]
, βMs = Medians

[
Mirst
Sirst

]
, βKs = 1−βLs −βMs .

To avoid sensitivity to outliers, the median is calculated at the 2-digit sector level.
27 Throughout, I also employ measures based on value-added as a leading robustness check. Employing

different productivity measures based on either gross revenue or value added serves as a primary robustness
check. Since the measured elasticities for labor and capital are meaningfully different in the two measures,
any sensitivity of the findings to the particular choice of output elasticities is substantially mitigated. Empir-
ically, value added is measured as V Airst = Sirst − Mirst, MRPKV A

irst = ln(βK,V As ) + vairst − kirst and

aV Airst = vairst − βK,V As kirst − βL,V As lirst, with βL,V As = Medians
[
wage billirst
V Airst

.
]
; βK,V As = 1− βL,V As
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Figure 1: Correlation between productivity volatility and MRPK dispersion
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MRPK dispersion is measured as Stdst(MRPKirst) and productivity volatility as Stdst(ait − ait−1). The
figure shows point estimates and 95% confidence intervals for γD from the regression Stdst(MRPKirst) =∑10
D=1 γD1(Decile D)st + εst. Here, 1(Decile D)st indicates if a sector-year observation belongs to decile D of

the distribution of Stdst(ait − ait−1). MRPKirst is measured as in equation (33), and measurement of productiv-
ity ait is described in footnote 26. The value-added based measures for panel (b) are described in footnote 27.

Note that this analysis does not claim that financial constraints are the sole mechanism
that leads to the strong correlation between measured productivity volatility and measured
capital misallocation in the Indian manufacturing sector. For instance, ACWDL propose the
alternative mechanism of capital adjustment-costs as an explanation for this pattern. Another
theoretically possible mechanism is that productivity volatility induces volatility in markups,
which would also be captured in the ACWDL measure of capital misallocation. Importantly,
both of the above mechanisms assign a crucial role to productivity volatility in generating mis-
allocation, which supports the empirical relevance of bringing productivity volatility into the
theory. Moreover, standard models do not predict adjustment costs or markup volatility to
increase as competition intensifies. Since the following sections will show that capital wedges
increase with competition, this is further evidence in favor of the interaction of productivity
volatility with financial constraints as a central empirical mechanism for generating misalloca-
tion.

4.2 Correlation between Competition and Misallocation

Proposition 1 states that, when the number of firms increases, the level of markups decreases
for all types of firms and capital wedges increase for financially constrained firms. Hence,
a direct implication of the proposition is that, ceteris paribus, lower markups are associated
with increased capital misallocation. I now show that this correlation between markup levels
and capital misallocation is indeed present in the data. To be clear, this evidence should not
be interpreted as causal. Instead, the examination of the correlation between markups and
competition is a first check of the consistency of the data with the prediction of the model on
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capital misallocation.
Proposition 1 implies that all first moments of the distribution of markups fall as com-

petition increases. In this analysis I therefore focus on the median markup Medianrst[lnµirst],
which is a robust first moment of the markup distribution. Here, µirst is the plant-level markup,
measured as in De Loecker and Warzynski (2012). This measurement is based on the assump-
tions that plants have Cobb-Douglas production functions and minimize costs, and that labor
is a variable input. As explained in appendix E, these structural assumptions lead to the fol-
lowing expression for µirst:

µirst = βLs
V Airst
wirstLirst

(34)

where wirstLirst is the wage bill and βLs is the sectoral output-elasticity of labor. Intuitively,
when plants spend a higher share of value added on labor, conditional on the output elasticity
for labor, these firms are setting a lower markup.

The measure for capital misallocation is still the ACWDL measure for MRPK dispersion.
In a regression analysis, I then employ the following specification:

Stdrst(MRPKirst) = γs + γt + γr + ζMedianrst−1[lnµirst−1] + εrst (35)

where γs, γt, γr are sector, year and state fixed effects respectively. In alternative specifications,
I also run this regression without γt or γr. However, I always include sector fixed-effects γs to
eliminate variation arising from βLs , the sectoral output elasticity for labor.

Results Table 1 provides suggestive evidence for the prediction that MRPK dispersion in-
creases with competition. First we notice that Stdrst(MRPKirst) is consistently negatively
related to the median markup in a state-sector-year observation. This holds for both gross-
revenue and value-added based measures of MRPK, and it holds regardless of the specific
set of fixed effects.28

28One might be worried about a mechanical correlation between the level ofMedianrst−1[µirst−1] and the level
of Stdrst(MRPKirst). Note, however, that this would imply a positive correlation, while the regressions in Table
1 demonstrate a persistently negative correlation.
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Table 1: MRPK Dispersion and Competition

Stdrst(MRPKirst(GrossRevenue)) Stdrst(MRPKirst(V alueAdded))
(1) (2) (3) (4) (5) (6) (7) (8)

Medianrst−1[lnµirst−1] -0.0547∗∗ -0.0494∗∗ -0.0371∗∗ -0.0353∗∗ -0.0501∗∗ -0.0447∗∗ -0.0376∗∗ -0.0353∗∗

(0.0102) (0.0101) (0.0102) (0.0101) (0.00977) (0.00972) (0.0101) (0.00997)

Constant 1.306∗∗ 1.236∗∗ 1.257∗∗ 1.228∗∗ 1.321∗∗ 1.438∗∗ 1.336∗∗ 1.477∗∗

(0.00487) (0.0125) (0.0329) (0.0347) (0.00465) (0.0291) (0.0362) (0.0457)
Year FE No Yes No Yes No Yes No Yes
State FE No No Yes Yes No No Yes Yes
Sector FE Yes Yes Yes Yes Yes Yes Yes Yes
Observations 19951 19951 19951 19951 19570 19570 19570 19570
Standard errors, clustered at the state-sector level, in parentheses ( ∗ p < 0.05, ∗∗ p < 0.01).
Indices are i for plant, r for state, s for sector and t for year. Hence, observations are at the state-sector-year level.
Specifications 1-4 measure MRPK based on gross revenue, and specifications 5-8 based on value added.

The above evidence suggests that increased competition is associated with macro-level cap-
ital misallocation. Since this association lacks causal identification, the next empirical section
will aim to establish a negative causal relationship between competition and plant-level capital
wedges at the micro level.

5 Natural experiment: a competition policy reform

Proposition 1 predicts a dual effect of competition: it reduces markup misallocation and in-
creases capital misallocation. In this section, I will use a natural experiment - India’s dereser-
vation reform - to test the theory’s predictions on the impact of competition at the plant level.

5.1 Background on the dereservation reform

To understand how dereservation creates natural variation in the degree of competition, I start
by describing the specifics of this reform. The dereservation reform consists of the staggered
removal of the small-scale industry (SSI) reservation policy. This reservation policy mandated
that only industrial undertakings below a certain investment ceiling (10 million Rupees at
historical cost in 1999) were allowed to produce certain product categories.29 In 1996, before
the start of dereservation, around 1000 product categories were reserved for SSI.

Starting in 1997, the Indian government starts with gradually removing the reservation
policy, and the process of dereservation peaks between 2002 and 2008.30. Interestingly, Tewari
and Wilde (2016) demonstrate that there is considerable variation in the timing of dereserva-
tion for strongly related product categories (e.g. different types of vegetable oils). As products
within these narrow product categories arguably share the same demand and supply charac-
teristics, this limits the scope for a structural explanation of the timing of dereservation. This

29At the time of reservation, an exception was made for large industrial undertakings already producing the
product. These undertakings were allowed to continue production, but with output capped at existing levels.

30A detailed description of the history of reservation policies and of the implementation of dereservation is
provided by Garcı́a-Santana and Pijoan-Mas (2014); Martin et al. (2014) and Tewari and Wilde (2016).
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is important, since the exogeneity of the timing of dereservation is crucial for my identification
strategy, and I discuss how to test this exogeneity in greater detail below.

5.1.1 Dereservation as a pro-competitive reform

The practical implications of the dereservation reform have strong structural similarities with
the model’s definition of a pro-competitive shock. To understand why, I first explain what,
from an ex-ante theoretical point of view, the main possible effects of deservation are. The
plant-level effects of dereservation will vary depending on whether a plant was producing re-
served product categories prior to dereservation or not. Dereservation has two distinct struc-
tural effects on incumbent plants, which are defined as plants whose main product was re-
served prior to dereservation. First, the direct effect of the removal of the investment ceiling is
that incumbents are allowed to grow their capital stock. Second, there is the pro-competitive
shock from dereservation on incumbents. The removal of the reservation policy implies that
any plant is now allowed to produce the previously reserved product. As a result, there is sub-
stantial scope for entry into the production of dereserved products by non-incumbent plants.

If dereservation indeed leads to a higher number of firms in the market, this dimension
of the reform corresponds directly to the comparative statics in my model. Therefore, the
staggered implementation of the dereservation reform provides a natural experiment to test
the model’s predicted effects of an increase in competition. Does higher competition reduce
markup levels and increase capital wedges, as predicted by Proposition 1?

5.1.2 Data on the dereservation reform

Data on the dereservation reform has been generously provided by Ishani Tewari, and a com-
plete description of this data and its construction is available in Tewari and Wilde (2016). I
will define a plant as being dereserved in year t if that plant’s main product has been deserved
during that financial year.

5.1.3 Existing evidence on the dereservation reform

Before testing Proposition 1 with the dereservation reform, it is useful to gain a better under-
standing of the dereservation reform by summarizing the existing evidence on this reform.

Timing of dereservation Some of the regression specifications below will rely on a difference-
in-difference type identification. For such an analysis, it is crucial that the timing of dereserva-
tion is exogenous, and is therefore orthogonal to pre-dereservation trends. Martin et al. (2014)
examine pre-dereservation trends by year of dereservation, and find no evidence for any dif-
ference in trends. This precise null-result holds for labor growth, as well as for other outcome
measures.
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Pro-competitive impact In addition to testing for the exogenous timing of the dereservation
reform, Martin et al. (2014) also provide evidence for the pro-competitive impact of the reform.
More specifically, they find that dereservation ”led to the entry and expansion of output, em-
ployment and investment among new entrants to the previously reserved product space.” At
the same time, the market shares of incumbent plants fall. These findings have a strong simi-
larity with an increase in competition in my model; the number of firms in a market increases
such that market shares fall.

5.2 Impact of dereservation on markups

Event study design I now describe the empirical strategy to test if the dereservation reform
leads to lower markup levels. In this test, I measure µirt, the markup for plant i - located in
state r - in year t, by using the method from De Loecker and Warzynski (2012), who show
that:31

µirt = βLir
V Airt
wirtLirt

where wirtLirt
V Airt

is labor’s share of value added, and βLir is the output elasticity of labor.32 Using
this markup measure, I run the following event-study on dereservation, where I define the
time at which the main product of plant i is dereserved as eirt.

lnµirt = αir + γrt +

4∑
τ=−5

βτ1[t = eirt + τ ] + εirt (36)

Here, αir is a plant fixed effect and γrt is a state-year fixed effect. I also bin up the end-points
and normalize β−1 = 0. For the purpose of this event study, I restrict the sample to a balanced
sample of incumbent plants, which includes all plants whose main product category was re-
served prior to dereservation.33 In this specification, as in all the following, standard errors are
clustered at the plant level.

Reduced markup levels Figure 2 demonstrates that markups fall due to the dereservation
reform. As soon as dereservation is implemented, there is an immediate and significant de-
cline in markups. In subsequent periods, this fall in markups tends to grow stronger in terms
of economic magnitude. Hence, the impact of dereservation is in line with the theoretical
prediction that markup levels fall as the number of firms increases. Moreover, the economic
magnitude of the impact of the reform is substantial, since four years after dereservation, the

31As explained in Appendix E, this method relies on the assumptions of Cobb-Douglas production functions,
cost minimization and labor as a variable input.

32This expression is similar to equation (34), except that I now allow for plant-level variation in the output
elasticity. In the regression analysis, a plant-level fixed effect will absorb this output elasticity.

33Another option would be to also include non-incumbent plants, but these plants are not necessarily a valid
control group.
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Figure 2: Dereservation Event-study on Markups
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The figure displays the coefficients and 95% confidence intervals for the βτ coefficients from the following event-
study regression: lnµirt = αi + γrt +

∑4
τ=−5 βτ1[t = eirt + τ ] + εirt. Here, αi is a plant fixed-effect and γrt is

a state-year fixed-effect. I define the time at which a first product of plant i is dereserved as eirt. I impose the
normalization that β−1 = 0, and cluster standard errors at the plant-level.

average markup of an incumbent plant has declined by 0.11 log points.34

Markup dispersion In addition to leading to a decrease in the average markup, dereser-
vation also reduces markup dispersion. Recall that the model predicts that as the degree of
competition increases, all markups converge to a lower bound. To test this prediction, I split
the set of incumbent plants into two subsets, depending on whether a plants’ markup before
dereservation is above or below the median markup. I then find that plants who have higher
markups in the periods before dereservation, exhibit a stronger decline in their markup after
dereservation, as predicted by the theory (see Appendix G for details).35

34Note also that there is no evidence of a downward trend in markups prior to dereservation, since the estimates
of βτ for τ < −1 are all close to zero, both statistically and economically.

35For the subset of plants with below-median initial markup, I cannot reject that dereservation has no effect on
markup levels, whereas the effect for plants with above-median initial markups is large and strongly significant.
For the latter group, there appears to be a significant change in the markup at τ = −1. This is potentially due
to anticipation effects. Since the final phase of the government’s decision process about the dereservation of a
product category involved consultation with potential stakeholders, it may be possible for both incumbent or
entrant plants to anticipate dereservation in the immediate pre-period. In any case, the decline in markups for this
group accelerates after dereservation, and therefore the strong negative impact of dereservation on markup levels
for this group of plants is robust.
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5.3 Dereservation and capital misallocation

5.3.1 Empirical tests for capital convergence

After testing the impact of dereservation on markup levels, I now examine the impact of the
dereservation reform on capital wedges. In the model, firms optimally choose to grow their
capital stock in response to positive productivity shocks until they reach k∗H , the optimal level
of capital for high productivity firms (implied by the first-order condition from equation (14)).
The empirical challenge here is that k∗H , and therefore a firm’s capital wedge, is unobserved.

My empirical strategy to test for competition’s effect on capital wedges is inspired by Asker
et al. (2014) (or ACWDL), who focus on convergence in terms of marginal revenue product of
capital (MRPK). From this perspective, the inability for a financially constrained firm to reach
its optimal capital level at time t, implies that for this firm i, MRPK∗it < MRPKit. Here
MRPKit is firm i’s actual MRPK in period t, and MRPK∗it is its optimal MRPK from the un-
constrained solution. Since MRPKit is a strictly monotone function of kit, and capital conver-
gence in the model slows down with M , convergence in terms of MRPK also slows down with
M . Given this restatement of the model’s prediction on capital wedges, the empirical strategy
now requires a measure for MRPKit and especially for the more challenging MRPK∗it. While
MRPK∗it will remain unobservable, the theory predicts it to be substantially more stable over
time than k∗it, which is why the shift in focus from capital to MRPK is useful.

My measure for MRPK is very similar to the one in equation (33), except that now I allow
for plant-level variation in the output elasticity of capital βKi .

MRPKit = ln(βKi ) + sit − kit (37)

In the regressions, I will use plant-level fixed effects to absorb βKi , so within-plant variation
in MRPK will be solely driven by the log difference between revenue and capital. Next, I will
describe how to analyze the impact of dereservation on convergence to MRPK∗it, as well as
how to proxy for MRPK∗it.

5.3.2 Econometrics

To examine if MRPK convergence slows down due to dereservation, I use the following au-
toregressive framework:

MRPKit = αi + γt + β1Deresit−1 + ρ0MRPKit−1

+ ρ1MRPKit−1 ∗Deresit−1 + β2 ln ageit + εirt
(38)

where αi and γt are plant and year fixed-effects respectively. The main coefficient of interest
in this specification is ρ1. This coefficient estimates how the speed of convergence to MRPK∗it
changes as a function of dereservation. To better understand the estimation strategy, as well as
the measurement of MRPK∗it, consider the case when ρ0 = ρ1 = 0. In that case, plants exhibit
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immediate convergence to MRPK∗it ≡ E[MRPKit|(ρ0 = ρ1 = 0)], regardless of MRPKit−1.
In practice however, we will find that the average plant experiences a delayed adjustment
to MRPK∗it. Crucially then, if ρ0 > 0, then ρ1 > 0 will indicate that the speed of MRPK
convergence slows down with dereservation. In equation (38), I proxy for MRPK∗it with αi +

γt+β1Deresit−1 +β2 ln ageit, but the estimation results for ρ1 will be robust to the exact choice
for the proxy.

Equation (38) will be estimated on a sample with only incumbents, i.e. plants who were
producing reserved products prior to dereservation. I also estimate the impact of dereservation
on the full sample of plants, for two reasons. First, the sample of incumbent is relatively small,
which limits the statistical power of my autoregressive framework. Second, the full sample of
plants allows me to control for local economic shocks at the state-sector-year level, which is
impossible when only examining incumbents, due to collinearity issues.36

5.3.3 Results on capital convergence

Table 2 presents the impact of dereservation on MRPK convergence, and these results are in
line the theoretical predictions of the model. First, the theory requires that 0 < ρ0 < 1, as there
is convergence toMRPK∗it, but this convergence is not immediate due to financial constraints.
In all specifications, the 95% confidence interval is always well within the [0, 1] interval. The
point estimates for ρ0 are generally below 0.5, which implies that convergence to MRPK∗it is
relatively fast. Hence, the proxy for MRPK∗it appears to be empirically valid.37

Importantly, all coefficients on the interaction of dereservation with MRPKirst−1 are pos-
itive, as predicted by the theory, and in 3 of the 4 specifications, the coefficients are strongly
statistically significant. The estimated magnitude of the effect of dereservation is modest but
economically meaningful. For specifications 1 and 2 specifically, dereservation increases the

36Collinearity issues arise from small numbers of incumbent plants in many state-sector-year observations. For
the estimation on the full sample, I distinguish between three types of plants. A first type is the incumbent plant,
defined above. A second type is the “entrant” plant, which after dereservation starts producing a previously
reserved product. The third type of plant - labeled as “stayer” - includes all remaining plants. For this full sample
of plants, I employ the following estimation specification:

MRPKirst = αirs + γrst + β1Deresirst−1 + β2Deresirst−1 ∗ entrantirs
+ ρ0MRPKirst−1 + ρ1MRPKirst−1 ∗ incumbirs + ρ2MRPKirst−1 ∗ entrantirs
+ ρ3MRPKirst−1 ∗Deresirst−1 + ρ4MRPKirst−1 ∗Deresirst−1 ∗ entrantirs
+ β3Xirst + εirst

(39)

Here, αirs is a plant fixed-effect, entrantirs and incumbirs are indicators for plant i being entrants or incumbents,
and γrst is a state-sector-year fixed effect that absorbs local economic shocks. While lengthy, the above specifi-
cation is still intuitive. The top row is a standard difference-in-difference framework, where I allow for different
MRPK levels post dereservation for incumbents and entrants. The middle row estimates convergence speeds prior
to dereservation, allowing for different speeds of convergence for stayers, incumbents and entrants. The third
row then estimates how speeds of convergence change after dereservation, where ρ3 - the coefficient of interest -
estimates how speed of converges changes for incumbent firms.

37I examined different variations of the proxy for MRPK. Empirically, the strongest factor in increasing conver-
gence speed (lowering ρ0 closer to 0), is the plant-level fixed effect. From a theoretical point of view, plant-level
variation in MRPK∗it could be driven by variation in interest rates across plants, for instance due to different risk
profiles.
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Table 2: Dereservation and MRPK convergence

MRPKit - Value Added (VA) MRPKit - Gross Revenue (GR)
(1) (2) (3) (4)

Deresit−1 0.190∗∗∗ 0.196∗∗∗ 0.127∗∗∗ 0.185∗∗∗

(0.0545) (0.0544) (0.0363) (0.0369)

MRPKit−1(V A) 0.312∗∗∗ 0.221∗∗∗

(0.00931) (0.00685)

MRPKit−1(V A) ∗Deresit−1 0.0634∗∗∗ 0.0418∗∗∗

(0.0132) (0.0129)

MRPKit−1(GR) 0.425∗∗∗ 0.348∗∗∗

(0.0106) (0.00783)

MRPKit−1(GR) ∗Deresit−1 0.0638∗∗∗ 0.0578∗∗∗

(0.0122) (0.0119)
Plant Fixed Effects Yes Yes Yes Yes
Year Fixed Effects Yes No Yes No
State-sector-year Fixed Effects No Yes No Yes
Observations 62048 173931 69534 204112

P-values: * p < 0.10, ** p < 0.05, *** p < 0.01. In specifications 1 and 2, MRPK is measured based on value added,
and based on gross revenue in specifications 3 and 4. Specifications 1 and 3 estimate equation (38) on a sample restricted
to all plants that were incumbent more than 2 years before their main product was dereserved. Specifications 2 and 4
estimate equation (39) on the full sample. All specifications control for the logarithm of a plant’s age. Standard errors are
clustered at the plant level.

half-life of the autoregressive process by respectively 18.9% and 13%.38 39

Due to data constraints, I can only observe the impact of dereservation over a limited time
frame. This imposes a limitation for testing the predictions of my model. After all, the compar-
ative statics in my model are across steady states, whereas the empirical analysis of dereserva-
tion will also capture transitory dynamics. To address this concern, in the next section I extend
the analysis to the full sample, where it may be more valid to assume that markets are in steady
state.

6 Competition and MRPK convergence in the full panel

6.1 Empirical strategy in the full panel

To provide further evidence for the predictions of the model, I will now test the prediction for
capital convergence on the full sample. My empirical strategy will use a measure of competi-
tion that is arguably exogenous from the point of view of the individual plant, which allows

38The following formula, which is derived from the AR(1) convergence process, computes the percentage in-
crease in the half-life: log(0.5)/ log(ρ0+ρ1)

log(0.5)/ log(ρ0)
.

39One concern for my estimation strategy is the bias described by Nickell (1981), which leads to a downward
bias on ρ0. This helps explain why the estimated values for ρ0 are low. Note that if ρ1 has a downward bias, then
this works against finding evidence for dereservation slowing down MRPK convergence.
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me to analyze MRPK convergence at the plant level. Unfortunately, this empirical strategy
will not allow me to test the impact of competition on markup misallocation. Since the predic-
tion on capital convergence is the most novel prediction of my model, and the predictions on
markup misallocation have been examined in previous research (see e.g. Peters (2013), Schau-
mans and Verboven (2015)), it makes sense to focus on examining capital convergence in closer
detail.

Measuring competition I will use the median markup at the state-sector-year level, namely
Medianrst[lnµirst] (measured as in equation (34)), as an inverse measure of competition. Since
this competition measure is arguably exogenous from the plant’s point of view, this allows me
to examine the causal link between competition and MRPK convergence at the plant-level.40

Estimation strategy To implement the empirical test on MRPK convergence, I update the
autoregressive framework from equation (38) in the following way.

MRPKirst = αirs + γrst + β ln ageirst + ρ0MRPKirst−1

+ ρ1MRPKirst−1 ∗Medianrst−1[lnµirst−1] + εirst
(40)

As before, the main coefficient of interest is ρ1. This coefficient estimates how the speed of
convergence changes as a function of Medianrst−1[lnµirst−1].41 The econometrics section for
the dereservation reform contains a detailed explanation of this type of autoregressive spec-
ification (see Section 5.3.2). Remember that when ρ0 = ρ1 = 0, plants exhibit immediate
convergence to the empirical proxy for MRPK∗irst, regardless of MRPKirst−1. In practice,
the typical plant will experience a delayed adjustment to MRPK∗irst. The theoretical predic-
tion is then that ρ1 < 0, as this implies that the speed of MRPK convergence increases with
Medianrst−1[lnµirst−1].42

6.2 Heterogeneity along financial dependence

So far, my tests on capital convergence have all implicitly assumed that the average plant in the
sample is financially constrained. However, this implicit assumption masks the empirical het-
erogeneity in the degree to which plants are financially constrained. To address this concern,

40From the point of view of the model, an alternative measure would be Mrst/Lrt, i.e. the number of firms per
capita. Note however that in the model there is a monotone relationship between, first Mrst/Lrt, second the first
moments of the marketshare distribution, and third the first moments of the markup distribution. The advantages
of the median markup are therefore that it has a direct link to Mrst/Lrt, i.e. the exogenous degree of competition
in the model, and that it incorporates factors left out of the model, such as variation in market size coming from
sectoral expenditure shares or income per capita.

41Since Medianrst−1[lnµirst−1] enters in an interaction term, in the regressions it is demeaned, and normalized
to standard deviation units. Demeaning happens within sectors, to avoid results being driven by variation in the
measurement of the output elasticity βLs .

42A sufficient condition for the speed of MRPK convergence to increase with Medianrst−1[lnµirst−1] is that
|ρ0 + ρ1 ∗Medianrst−1[lnµirst−1]| < ρ0.
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I now explore the implications of heterogeneity along financial dependence for MRPK conver-
gence. Following Rajan and Zingales (1998), the idea is that for sectors with higher levels of
financial dependence, measured as Fin Deps, changes in the level of sector-level competition
have a stronger impact on the rate of MRPK convergence.

Specifically, sectoral financial dependence is measured as

Fin Deps =
Capital Expendituress − Cash F lows

Capital Expendituress
,

based on data for US sectors over the entire 1980’s.43 Here, Fin Deps captures the share of
external finance in a firm’s investments in a setting with highly developed financial markets,
namely the US. The central idea in Rajan and Zingales (1998) is then that in a setting such as
India, with less developed financial markets, financial constraints become especially binding
in sectors with high levels of Fin Deps.

Estimation strategy To examine the role of financial dependence in the setting of MRPK con-
vergence, I augment the earlier specification to allow for heterogeneous effects along financial
dependence:

MRPKirst = αirs + γrst + β ln ageirst + ρ0MRPKirst−1

+ ρ1MRPKirst−1 ∗Medianrst−1[lnµirst−1] + ρ2MRPKirst−1 ∗ Fin Deps
+ ρ3MRPKirst−1 ∗Medianrst−1[lnµirst−1] ∗ Fin Deps + εirst

(41)

For this specification, the expectation is that ρ3 < 0, as a decrease in competition would speed
up convergence more for plants in sectors with higher levels of financial dependence.

6.3 Estimation results for the full sample

The results for MRPK convergence in the full sample (Table 3) confirm the results from the anal-
ysis of dereservation. First, across all specifications, MRPK converges strongly to the empirical
proxy for MRPK∗irst, but this convergence is not immediate. Formally, for all conventional
levels of statistical significance, 0 < ρ0 < 1.

Second, the speed of convergence always increases with Medianrst[ln(µirst−1)], the inverse
measure for competition, for baseline specification (40). Specifically, the coefficient on ρ1 is
always negative and strongly statistically significant with p-values below 0.01 (see columns
1,2,5,6). This confirms the qualitative prediction of the model that the speed of convergence
slows down with competition. The magnitude of this effect is modest but economically mean-
ingful, just as in the case of dereservation. As an example, in specification 2, an increase in the

43I use the original Rajan and Zingales (1998) measures of financial dependence for ISIC Rev.2 sector definitions.
These sector definitions match closely with India’s NIC 1987 sector definitions. The concordance between ISIC
Rev.2 and NIC 1987 is provided by the Indian Statistical Office.
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median markup by two standard deviations, decreases the half-life of MRPK convergence by
5.7%.

The results for heterogeneity along financial dependence are also in line with expectations
(see columns 3,4,7,8). The coefficient ρ3, estimated on the triple interaction term, is signifi-
cantly negative in three of the four specifications. The one exception is the estimate in column
4, which is statistically insignificant.44 The estimation result that ρ3 < 0 implies that the magni-
tude of the influence of the median markup increases with financial dependence. Consider for
instance the industry producing electric machinery, which has a relatively high level of finan-
cial dependence (measured at 77% by Rajan and Zingales (1998).) For this sector, an increase in
the median markup by two standard deviations, decreases the half-life of MRPK convergence
by 7.2%.

44Note that the coefficient on MRPKirst−1 ∗ FinDeps is always positive, which is consistent with MRPK con-
vergence being slower in more financially dependent sectors.
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7 Additional evidence from undercapitalized young plants

So far, my empirical tests for the effect of competition on capital convergence have focused
on MRPK convergence. The advantage of examining MRPK convergence is that any plant
optimally converges to MRPK∗it. Hence, the tests on MRPK convergence are generally valid
for any type of plant, conditional on finding valid measures for competition and MRPK∗it.
Still, the empirical measurement of MRPK convergence is based on a certain set of assump-
tions, and necessitates the use of an autoregressive framework. To complement the evidence
from MRPK convergence with evidence from more transparent estimation approaches, I now
examine capital growth for young plants, which is a reduced-form object in the data.

7.1 Theoretical background for capital convergence of young plants

In my baseline model, capital wedges arise from the interaction of productivity volatility with
financial constraints. In addition to productivity volatility, the birth of undercapitalized firms
can also be a source of capital wedges. In fact, I formally show in Appendix D how a model
with arrival of undercapitalized newborn firms in each period leads to isomorphic theoretical
predictions for the effect of competition as in Proposition 1. Intuitively, when firms are born
with suboptimally low levels of capital, then firms’ optimizing behavior implies that firms
grow their capital to its optimal level while they are young and financially constrained. In
this setting, increased competition also reduces markups and thereby slows down internally
financed capital growth for young plants.

7.2 Empirics for capital growth of young plants

Instead of empirically examining MRPK convergence, I can now analyze the impact of com-
petition on capital growth of young plants, which requires less structural assumptions for its
measurement. Throughout this empirical section, capital growth is measured as:45

g(kirst) = kirst+1 − kirst

Preliminary stylized fact A necessary condition to empirically find a negative effect of com-
petition on capital growth, is that in the data, young plants are in the process of growing their
capital in order to converge to their optimal capital level. The existing empirical literature pro-
vides extensive support for the stylized fact that young plants exhibit higher capital growth
rates than older plants (see e.g. Evans (1987); Geurts and Van Biesebroeck (2014); Haltiwanger
et al. (2013)). I demonstrate that its validity extends to the Indian manufacturing sector in
Appendix Table A.2.

After validating the assumption that young plants are undercapitalized, I now examine the
impact of competition on young plants’ capital growth. As in the analysis of MRPK conver-

45Here, Kirst+1 is the book value of assets at the end of the financial year. By measuring capital growth this
way, it is not necessary to observe plants in previous years, which increases the sample size.
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Table 4: Dereservation and capital growth for young plants

Capital growth g(k)irst
(1) (2) (3) (4)

Deresirst−1 -0.0374 -0.0443∗ 0.0111 0.00127
(0.0238) (0.0244) (0.00985) (0.0102)

Deresirst ∗ [− ln(ageirst)] -0.0170∗∗ -0.0138∗

(0.00757) (0.00789)
Deresirst−1 ∗ 1(ageirst ≤ 5) -0.0373∗∗ -0.0735∗∗∗

(0.0172) (0.0212)
[− ln(ageirst)] 0.0161∗∗∗ 0.0216∗∗∗

(0.00295) (0.00528)
1(ageirst ≤ 5) 0.0483∗∗∗ 0.0331∗∗∗

(0.00593) (0.00751)
State-sector-year Fixed Effects Yes Yes Yes Yes
Plant Fixed Effects No Yes No Yes
Observations 107701 99316 109009 100663

P-values: * p < 0.10, ** p < 0.05, *** p < 0.01. Standard errors are clustered at the plant level.
The sample is restricted to all plants that were incumbent more than two years before their first

product was dereserved. A plant is considered incumbent if it was producing at least 20% of its
revenue share on a reserved product category in at least one year prior to dereservation.

gence, I first analyze the impact of the dereservation reform on young plants’ capital growth,
and then study the effect of the median markup.

7.2.1 Dereservation and capital growth of young plants

Estimation strategy To examine the effect of dereservation on capital growth for young plants,
I run the following difference-in-difference specification.

g(kirst) = αirs + γrst + β1youngirst + β2Deresirst−1

+ β3Deresirst−1 ∗ youngirst + β4 ln ageirst + εirst
(42)

Where I will consider two different measures for youngirst, namely [− ln(ageirst)] and the in-
dicator variable 1(ageirst ≤ 5).46 The prediction is that the increase in competition due to
dereservation leads to slower capital growth for young plants, namely β3 < 0.47

Estimation results Table 4 demonstrates that dereservation has a significantly negative im-
pact on the capital growth for young plants. The magnitude of this impact is especially strong

46I will estimate specification (42) both with and without the plant-level fixed effects αirs, as it is ambiguous
whether these should be included or not. These fixed effects are the best way to control for unobserved plant-level
characteristics. However, the theory predicts that capital growth ends once a plant reaches its optimal capital level,
regardless of fixed plant-level characteristics.

47This specification allows estimation on a larger sample, as it does not require that lagged values are observed.
Statistical power will prove not to be an issue, which is why I present results only for the sample of incumbents.
Results for the full sample, which are comparable to those for the sample of incumbents, are available on request.
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for very young plants. For instance, specification 4 estimates that for plants younger than 5
years old, dereservation leads to a reduction in the growth rate of 0.07 log points.48

7.2.2 Capital growth of young plants in the full sample

Estimation strategies In addition to the impact of dereservation on young plants’ capital
growth, it is useful to examine if the negative impact of competition on capital convergence for
young plants generalizes to the full sample of Indian manufacturing plants. To this end, I again
employ the median markup - Medianrst[ln(µirst−1)] - as an inverse measure of competition.
Since the median markup is plausibly exogenous from the point of view of the individual
plant, it allows me to use the full sample of plants. I update the regression analysis to the
following specification, and predict that β2 > 0.

g(kirst) = αirs + γrst + β1youngirst + β2Medianrst[ln(µirst−1)] ∗ youngirst + εirst (43)

I also examine the heterogeneous impact of competition across sectors with different levels
of financial dependence. The prediction is that the impact of competition on capital growth for
young plants is increasing with the degree of financial dependence (β3 > 0).

g(kirst) =αrst + β1youngirst + β2Medianrst[ln(µirst−1)] ∗ youngirst
+ β3Medianrst[ln(µirst−1)] ∗ youngirst ∗ Fin Deps + εirst

(44)

Results Also for this set of empirical tests, the estimation results are generally in line with the
theoretical predictions (see Table 5). Capital growth for young plants increases with the me-
dian markup, and this effect is stronger in sectors with higher levels of financial dependence.
These results are especially strong for the continuous measurement of age (columns 1,2,5,6),
and less strong, with some insignificant results, when using the indicator variable for plants
being younger than five years old.

48I use a slightly different definition of an incumbent plant in this section, compared to the previous analysis of
dereservation. Previously, any plant producing a reserved product at any time prior to dereservation was consid-
ered incumbent. Here, I restrict the sample to incumbents where at least 20% of its revenue share was on a reserved
product category at any time prior to dereservation.The results for the alternative definition of incumbent go in the
same direction as the ones presented here, but are less strong.
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8 Conclusion

This paper examines how competition affects capital misallocation and markup misallocation.
The starting point of the theory is a setting with firm-level productivity volatility, financial
constraints, and imperfect competition. Competition then plays a dual role in affecting misal-
location. On the one hand, both markup levels and markup dispersion tend to fall with com-
petition, which unambiguously improves allocative efficiency in a setting without financial
constraints. On the other hand, in a setting with financial constraints, a reduction in markups
slows down capital accumulation, as the rate of self-financed investment shrinks. Thus, the
positive impact of competition on steady-state misallocation is reduced by the presence of fi-
nancial frictions. While the beneficial impact of competition is well known in the misallocation
literature, the negative impact of competition in a setting with financial constraints was previ-
ously under examined.

A series of empirical tests confirm the model’s predictions, in particular the prediction that
competition slows down capital convergence. First, I explot India’s 1997 natural variation in
competition arising from India’s 1997 dereservation reform, and show that this reform reduces
markup-levels, and slows down capital convergence. Then, I demonstrate that the negative ef-
fect of competition is also present in the full sample of Indian manufacturing plants. Moreover,
this effect is particularly pronounced in sectors with higher levels of financial dependence.
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A Labor market equilibrium

A.1 Expressions for output and TFP

We can express each firm’s capital as a share of aggregate capital. To that end, we rewrite
capital demand for constrained and unconstrained firms as:

kit = µ
1
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where ωit = rit if the firm is unconstrained, and ωit > rit otherwise. Writing kit as a fraction of
aggregate capital, we find:
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The expressions for kit, lit can then be used to find an expression for the composite good:
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A.2 Labor market equilibrium
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So Pt
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is decreasing in TFP and in
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B Proof for Proposition 1

Proposition 1 has three components and the following appendix sections provide the proof
for each of the three components. It will be convenient to first focus on the third component,
namely the relation between capital wedges and competition.

B.1 Overview of the proof

First, I demonstrate what the sufficient conditions are for the proposition’s statement for capital
wedges, namely that ∀τ : dωτ

dM ≥ 0 and (Φτ > 0) =⇒ dωτ
dM . To demonstrate this, I start from

equation (26), which for convenience is reiterated here:
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In this preliminary version of the paper, I assume that drL
dM = 0. A sufficient condition for

dωτ
dM ≥ 0 and (Φτ > 0) =⇒ dωτ

dM to hold, is then the following two conditions hold:

• ∀τ > 0 : ((dGτdM ≤ 0) ∧ (Φτ > 0)) =⇒ dGτ
dM < 0

• ∀τ > 0 :
d(
µL
µτ

)

dM > 0

Here is then the outline for the proof.

• First, I will derive an expression for capital growth, and show how it depends on µτ , µL.

• Then, for any M ′ > M , I will consider two cases: either µ′L ≥ µL or µ′L < µL. I demon-
strate that µ′L ≥ µL results in a contradiction and therefore µ′L < µL holds. Intuitively,
µ′L ≥ µL leads to a contradiction, because it implies a higher market share for aL-type
firms, while at the same time increasing Gτ and thereby inducing higher market shares
for aH -type firms as well. Increasing market shares for both aL, aH -type firms then con-
tradicts with the average market share decreasing with M .

• I then show that µ′L < µL implies that

– ∀τ > 0 : G′τ ≤ Gτ ∧ ((Φτ > 0) =⇒ G′τ < Gτ )

– ∀τ > 0 : µ′τ ≤ µτ
– ∀τ > 0 :

µ′L
µ′τ

> µL
µτ

which concludes the proof. This pattern for markups and capital growth is intuitive:
increasedM lowers markups for all types of firms, which at the same time reduces capital
growth for financially constrained firms. The theoretical challenge lies in demonstrating
that this is the only possible pattern for markups and capital growth.
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B.2 Expression for capital growth

I consider capital growth for all firms with τ ≥ 0. This type of firms are only heteregenous
across different bins τ , and are perfectly homogeneous within a bin τ . At the same time, as
explained in the paper, capital kτ for these firms is predetermined, and their productivity aτ is
exogenous: a0 = aL,∀τ > 0 : aτ = aH .

Financially constrained firms, i.e. firms with Φτ > 0, invest all their retained earnings
into capital investment. Therefore, for a financially constrained firm in bin τ , capital growth

g(kτ ) =
(µτ− ACτ

MCτ
)yτMCτ

kτ
− δ, where ACτ is average cost and MCτ is marginal cost.

The firm’s total costs, for any quantity ȳτ are TC(ȳτ ) = w
P L(ȳτ ). Here, since aτ , and kτ are

exogenous and predetermined, respectively, setting ȳτ directly implies setting l̄τ since ȳτ =

aHk
α
τ l̄

1−α
τ . This means that L(ȳτ ) =

(
ȳτ

aHkατ

) 1
1−α , such that TC(ȳτ ) = w

P

(
ȳτ

aHkατ

) 1
1−α

Therefore:

MCτ (ȳτ ) =
∂TC(ȳτ )

∂ȳτ
=

w

(1− α)P

(
ȳατ
aHkατ

) 1
1−α

ACτ (ȳτ ) =
w

P

1

ȳτ

(
ȳτ

aHkατ

) 1
1−α

=
w

P

(
ȳατ
aHkατ

) 1
1−α

Which implies that

ACτ (ȳτ )

MCτ (ȳτ )
= (1− α)

Capital growth expression Start with derivation of profits, where µ̄τ is determined by choos-
ing ȳτ and setting the price given the demand function.

πτ =

(
µ̄τ −

ACτ
MCτ

)
ȳτ ∗MCτ = (µ̄τ − (1− α))

w

(1− α)P

(
ȳατ
aHkατ

) 1
1−α

ȳτ

πτ = (µ̄τ − (1− α))
w

P (1− α)

(
ȳτ

aHkατ

) 1
1−α

Hence,

πτ
kτ

= (µ̄τ − (1− α))
w

P (1− α)kτ

(
ȳτ

aHkατ

) 1
1−α

= [µ̄τ − (1− α)]
w

P (1− α)

(
ȳτ
aHkτ

) 1
1−α

and since ȳτ = aτk
α
τ l̄

1−α
τ

πτ
kτ

= (µ̄τ − (1− α))
w

P (1− α)

(
aτ l̄

1−α
τ

aτk
1−α
τ

) 1
1−α

= [µ̄τ − (1− α)]
w

P (1− α)

l̄τ
kτ

Since all profits are invested in capital growth, we have for Φτ > 0:

kτ+1(l̄τ )− kτ
kτ

=
πτ
kτ
− δ = [µ̄τ − (1− α)]

w

P (1− α)

l̄τ
kτ
− δ

Given the expression for πτ
kτ

, we need to determine µτ , l̄τkτ . These variables are outcomes of
the optimization problem, where optimal labor lτ is from equation (18) in the paper, while for
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capital kτ = GτkL. Finally, the markup is also optimally determined as µτ , defined in equation
(24).

Remember:

lτ =

(
(1− α)

µτ

P

w

(
Q

M

)1−η
aητk

αη
τ

) 1
1+αη−η

k∗L =

(
aηL
µL

) 1
1−η
(
α

rL

) 1+αη−η
1−η

(
P (1− α)

w

) η−αη
1−η Q

M

therefore

l∗τ
Gτk∗L

=
P (1− α)

Gτw

(
aτ
aL

) η
1+αη−η rL

α

(
µL
µτ

) 1
1+αη−η

which implies that for g(k)τ ≡ kτ+1(lτ )−kτ
kτ

∀τ where Φτ > 0 : g(k)τ =
1

Gτ
[µτ − (1− α)]

(
aτ
aL

) η
1+αη−η rL

α

(
µL
µτ

) 1
1+αη−η

− δ

or

∀τ with Φτ > 0 : ln(Gτ (g(k)τ + δ)) = ln [µτ − (1− α)] + ln

(
aτ
aL

) η
1+αη−η rL

α
−

ln
(
µτ
µL

)
1 + αη − η

(47)

Derivative with respect to M Assuming rL is constant, and only considering τ where Φτ > 0
we find that

∂ ln(Gτ (g(k)τ + δ))

∂M
=

∂µτ
∂M

[µτ − (1− α)]
− 1

1 + αη − η
µL
µτ

[
∂µτ
∂M

1

µL
− µτ
µ2
L

∂µL
∂M

]
Rearranging:

∂ ln(Gτ (g(k)τ + δ))

∂M
=
∂µτ
∂M

(
1

[µτ − (1− α)]
− 1

1 + αη − η
1

µτ

[
1− µτ

µL

∂µL
∂M
∂µτ
∂M

])
(48)

Note that a sufficient condition for sign(∂ ln(Gτ (g(k)τ+δ))
∂M ) = sign(∂µτ∂M ), is that sign(∂µτ∂M ) =

sign(∂µL∂M ). This is because

(
1

[µτ − (1− α)]
− 1

1 + αη − η
1

µτ

[
1− µτ

µL

∂µL
∂M
∂µτ
∂M

]
> 0

)
⇐⇒

1 >

[
1− (1−α)

µτ

]
1− η(1− α)

[
1− µτ

µL

∂µL
∂M
∂µτ
∂M

]
and

(
sign(∂µτ∂M ) = sign(∂µL∂M )

)
=⇒

(
0 > − µτ

µL

∂µL
∂M
∂µτ
∂M

)
. Hence, a key step in the remainder of the

proof will be demonstrating that
(
sign(∂µτ∂M ) = sign(∂µL∂M )

)
holds globally.
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B.3 Impact of competition on distribution of markups and capital growth

Given equation (48), I will now examine the level of markups and capital growth, across any
two different levels for the number of firms in the economy, namely M ′ > M , where I denote
with a prime the values under M ′. Specifically, I will examine two cases. First, µ′L ≥ µL and
second µ′L < µL. The first case will result in a contradiction, so its opposite - the second case -
must be true. The analysis in the second case will then characterize the path of markups and
capital growth across different M . For the analysis, it will be useful to define Gτ ≡ yητ

yηL
.

B.3.1 Case 1: µ′L ≥ µL

This case will result in a contradiction, and therefore its opposite must be true. The proof
proceeds by induction.

Step 1 Consider τ = 0, where productivity is aL and µ0 = µL, but the firm learns it will have
productivity aH in τ = 1. In this period, if Φ0 > 0, capital growth is

g(k)0 = [µL − (1− α)]
rL
α

(49)

Therefore g(k)′0 ≥ g(k)0 since µ′L ≥ µL and the other variables are constant.

Inductive step For the inductive step, I show first that for any period τ > 0 with G′τ ≥ Gτ :(
(G′τ ≥ Gτ ) ∧ (µ′L ≥ µL)

)
=⇒ (µ′τ ≥ µτ )

To show this, notice that (G′τ ≥ Gτ )/(G′τ < Gτ ), and in both cases, I show that (µ′τ ≥ µτ ) holds

• Case (i): ((G′τ ≥ Gτ ) ∧ (G′τ ≥ Gτ ) ∧ (µ′L ≥ µL)) =⇒ (µ′τ ≥ µτ ). This follows from
((G′τ ≥ Gτ ) ∧ (µ′L ≥ µL)) =⇒ (µ′τ ≥ µτ ).

– From equations (9), (10), it is clear that µL is monotonically increasing in yηL∑
yηit

. There-

fore, (µ′L ≥ µL) ⇐⇒
(

y′ηL∑
y′ηit
≥ yηL∑

yηit

)
. Then, (G′τ ≥ Gτ ) ∧

(
y′ηL∑
y′ηit
≥ yηL∑

yηit

)
=⇒(

G′τy
′η
L∑
y′ηit
≥ Gτy

η
L∑
yηit
∧ µ′τ ≥ µτ

)
• Case (ii): ((G′τ < Gτ ) ∧ (G′τ ≥ Gτ ) ∧ (µ′L ≥ µL)) =⇒ (µ′τ ≥ µτ ).

– Note that Gτ ≡ yητ
yηL

= (aHG
α
τ l

1−α
τ )η

(aLl
1−α
L )η

. Therefore (G′τ < Gτ ) =⇒
(

(G′τ < Gτ ) ∨ ( l
′
τ
l′L
< lτ

lL
)
)

such that
(

(G′τ ≥ Gτ ) ∧ ( l
′
τ
l′L
≥ lτ

lL
)
)

=⇒ (G′τ ≥ Gτ )

– Note that lτ
lL

=
(
µL
µτ

aH
aL
Gαητ

) 1
1+αη−η . Therefore,

(
( l
′
τ
l′L
< lτ

lL
) ∧ (G′τ ≥ Gτ )

)
=⇒ µ′L

µ′τ
<

µL
µτ

– In this case, (G′τ < Gτ ) ∧ (G′τ ≥ Gτ ) =⇒
(
l′τ
l′L
< lτ

lL

)
. However,

(
l′τ
l′L
< lτ

lL

)
=⇒ µ′L

µ′τ
<

µL
µτ

. Therefore, ((G′τ < Gτ ) ∧ (G′τ ≥ Gτ ) ∧ (µ′L ≥ µL)) =⇒ (µ′τ > µτ ).

• Therefore, ((G′τ ≥ Gτ ) ∧ (µ′L ≥ µL)) =⇒ (µ′τ ≥ µτ ),

Given equation (48), ((Φτ > 0) ∧ (µ′τ > µτ ) ∧ (µ′L ≥ µL) ∧ (G′τ ≥ Gτ )) =⇒ G′τ+1 ≥ Gτ+1. This
completes the inductive step.
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Final step In case Φ0 > 0, then g(k)′0 ≥ g(k)0. Hence, (G′1 ≥ G1) =⇒ (µ′1 ≥ µ1). Therefore,
this proof by induction implies that (µ′L ≥ µL) =⇒ (∀τ > 0∧Φτ > 0 : (µ′τ ≥ µτ ). At the same
time, ((M ′ > M) ∧ (µ′L > µL)) =⇒ ∃τ > 0 : (µ′τ < µτ ), which will yield a contradiction.

• To see that ((M ′ > M) ∧ (µ′L > µL)) =⇒ ∃τ : (µ′τ < µτ ), note that equations (9) and
(10) for the markup and the demand elasticity entail that for any firm i: (µ′it ≥ µit) ⇐⇒(

y′ηit∑
i y
′η
it

≥ yηit∑
i y
η
it

)
. Suppose for M ′ > M , we have ((µ′L ≥ µL) ∧ (∀τ > 0 : µ′τ ≥ µτ )) =⇒(

(
y′ηL∑
i y
′η
it

≥ yηL∑
i y
η
it

) ∧ ( y′ητ∑
i y
′η
it

≥ yητ∑
i y
η
it

)
)

. Then,

(
(
y′ηL∑
i y
′η
it

≥
yηL∑
i y
η
it

) ∧ (
y′ητ∑
i y
′η
it

≥ yητ∑
i y
η
it

)

)

=⇒

M ′[Prob(ait = aL)
y′ηL∑
i y
′η
it

+
∑∞

τ=1 Prob((ait = aH)&(t = τ)) y′ητ∑
i y
′η
it

]

M [Prob(ait = aL)
yηL∑
i y
η
it

+
∑∞

τ=1 Prob((ait = aH)&(t = τ)) yητ∑
i y
η
it

]
> 1


Which is a contradiction since both the denominator and the numerator in the ratio af-
ter the implication are equal to 1. This is because

∑
i y
η
it = M [Prob(ait = aL)yηL +∑∞

τ=1 Prob((ait = aH)&(t = τ))yητ ]. Since M ′ > M ∧ ((µ′L ≥ µL) ∧ (∀τ > 0 : µ′τ ≥ µτ ))
entails a contradiction, ∃τ > 0 : (µ′τ < µτ ), under the continued assumption that µ′L ≥ µL.

• (∃τ > 0 : (µ′τ < µτ )) =⇒ ((∃τ > 0 : Φτ > 0 ∧ (µ′τ < µτ )) ∨ (∃τ > 0 : Φτ = 0 ∧ (µ′τ < µτ ))),
but both cases result in a contradiction.

– Case a: (∃τ > 0 : Φτ > 0∧(µ′τ < µτ )). This does not hold, since the proof by induction
implies (µ′L ≥ µL) =⇒ (∀τ > 0 ∧ Φτ > 0 : (µ′τ ≥ µτ ).

– Case b is equivalent to (µ′H < µH). We know that (µ′L > µL)∧(µ′H < µH) =⇒ (G′H <

GH), where GH =
(aHG

α
H l

1−α
H )η

aLl
1−α
L )η

. Hence, (G′H < GH) =⇒
(

(G′H < GH) ∨ (
l′H
l′L
< lH

lL
)
)

.

There are then again two cases, both of which result in a contradiction:

∗ Case b1: since GH = (aHaL
µL
µH

)1/(1−η), (G′H < GH) =⇒ (
µ′L
µ′H

< µL
µH

). However,

(µ′L > µ) ∧ (
µ′L
µ′H

< µL
µH

) =⇒ (µ′H > µH), which contradicts the supposition that
(µ′H < µH)

∗ Case b2: Since lτ
lL

=
(
µL
µτ

aH
aL
Gαητ

) 1
1+αη−η , (

l′H
l′L
< lH

lL
)∧ (G′H ≥ GH) =⇒ (

µ′L
µ′H

< µL
µH

),
which again results in a contradiction

Since the supposition that µ′L ≥ µL entails a contradiction, its opposite must be true: µ′L < µL

B.3.2 Case 2: µ′L < µL

Step 1 Consider τ = 0, from equation (49), it is clear that

((µ′L < µL) ∧ (Φ0 > 0)) =⇒
(
(g(k)′0 < g(k)0) ∧ (G′1 < G1)

)
Inductive step For the inductive step, I show first that for any period τ > 0:

(G′τ < Gτ ) ∧ (µ′L < µL) =⇒ (µ′τ < µτ )

To prove that (G′τ < Gτ ) ∧ (µ′L < µL) =⇒ (µ′τ < µτ ), consider two cases:
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• Case (i): (G′τ < Gτ ) ∧ (µ′L < µL) ∧ (G′τ ≤ Gτ ) =⇒ (µ′τ < µτ ).
• Case (ii): (G′τ < Gτ ) ∧ (µ′L < µL) ∧ (G′τ > Gτ ) =⇒ (µ′τ < µτ ). This is because given

Gτ = (aHGτ lτ )η

(aLlL)η and lτ
lL

=
(
µL
µτ

aH
aL
Gαητ

) 1
1+αη−η ; ((G′τ < Gτ ) ∧ (G′τ > Gτ )) =⇒ (

l′1
l′L
> l1

lL
) and(

(µ′L < µL) ∧ (
l′1
l′L
> l1

lL
) ∧ (G′τ < Gτ )

)
=⇒

(
(
µ′L
µ′τ

> µL
µτ

) ⇐⇒ (1 >
µ′L
µL

> µ′τ
µτ

)
)

• Therefore, (G′τ < Gτ ) ∧ (µ′L < µL) =⇒ (µ′τ < µτ )

Given equation (48), ((Φτ > 0) ∧ (µ′τ < µτ ) ∧ (µ′L < µL) ∧ (G′τ < Gτ )) =⇒ G′τ+1 < Gτ+1. This
completes the inductive step, which applies for any τ > 0 with Φτ > 0.

Final step We know that when Φ0 > 0, g(k)′0 < g(k)0. Hence, Φ0 > 0 =⇒ [(G′1 < G1) =⇒
(µ′1 < µ1)]. Therefore, this proof by induction implies that

(µ′L < µL) =⇒
[
(Φτ > 0) =⇒ ((µ′τ < µτ ) ∧ (G′τ < Gτ ))

]
Result for µH , GH How do µH , GH evolve with M? There are two cases: G′H ≤ GH or
G′H > GH .

• Case a: (G′H ≤ GH) =⇒ (µ′H < µH). Why? We know that µ′L < µL ⇐⇒ (
y′ηL∑
i y
′η
it

<

yηL∑
i y
η
it

). Hence, ((µ′L < µL) ∧ (G′H ≤ GH)) =⇒
(

(G′H
y′ηL∑
i y
′η
it

<
GHyηL∑
i y
η
it

) ⇐⇒ (µ′H < µH)
)

• Case b: (G′H > GH).

– Note that Gτ ≡
yηH
yηL

= (aHGτ lH)η

(aLl
1−α
L )η

. Hence, (G′H > GH) ⇐⇒ (
G′αH l

′1−α
H
l′L

<
GαH l

1−α
H
lL

).

Therefore (G′H > GH) =⇒
(

(G′H > GH) ∨ (
l′H
l′L
> lH

lL
)
)

. There are then again two
cases

– Case b1: suppose (G′H > GH). Since GH = (aHaL
µL
µH

)1/(1−η), (G′H > GH) =⇒(
(
µ′L
µ′H

> µL
µH

) ⇐⇒ (
µ′L
µL

>
µ′H
µH

)
)

. Therefore, (G′H > GH) ∧ (µ′L < µL) =⇒

– Case b2: suppose (
l′H
l′L

> lH
lL

) ∧ (G′H ≤ GH). Note that lH
lL

=
(
µL
µH

aH
aL
GαηH

) 1
1+αη−η .

Therefore,
(

(
l′H
l′L
> lH

lL
) ∧ (G′H ≤ GH)

)
=⇒ (

µ′L
µ′H

> µL
µH
⇐⇒ µ′L

µL
>

µ′H
µH

). Since 1 >
µ′L
µL

,

we find that (
l′H
l′L
> lH

lL
) ∧ (G′H ≤ GH) =⇒ (µ′H < µH).

– Therefore, we find that (µ′H < µH) and hence

(µ′L < µL) =⇒
[
∀τ > 0 : ((µ′τ < µτ ))

]
B.4 Relative markups and M

From the previous subsection, I know that

(µ′L < µL) ∧ (∀τ > 0 : µ′τ < µτ ) ∧
(
(Φτ > 0) =⇒ (G′τ < Gτ )

)
As is already clear from the inductive step in subsection B.3.2, there are two cases: either
G′τ ≤ Gτ or G′τ > Gτ . I now demonstrate that in both cases, µ

′
L
µ′τ

> µL
µτ

.

• In case G′τ > Gτ , then case (ii) in subsection B.3.2 demonstrates that

(
(G′τ < Gτ ) ∧ (µ′L < µL) ∧ (G′τ > Gτ )

)
=⇒

(
µ′L
µ′τ

>
µL
µτ

)
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• In case G′τ ≤ Gτ , then start from the expression for relative markups, derived from equa-
tion (9):

µL
µτ

=

1−η
y
η
L∑
i y
η
it

η

(
1−

y
η
L∑
i y
η
it

)
1−η y

η
τ∑
i y
η
it

η

(
1− y

η
τ∑
i y
η
it

)
=

1− η yηL∑
i y
η
it(

1− yηL∑
i y
η
it

)
(

1− yητ∑
i y
η
it

)
1− η yητ∑

i y
η
it

First, define yητ
yηL
≡ Gτ , such that:

µL
µτ

=

(
1− η yηL∑

i y
η
it

)
(

1− yηL∑
i y
η
it

)
(

1− GτyηL∑
i y
η
it

)
(

1− η Gτy
η
L∑

i y
η
it

) =
1− yηL∑

i y
η
it

(Gτ + η) + ηGτ (
yηL∑
i y
η
it

)2

1− yηL∑
i y
η
it

(Gτη + 1) + ηGτ (
yηL∑
i y
η
it

)2

Define: Num ≡ 1 − yηL∑
i y
η
it

(Gτ + η) + ηGτ (
yηL∑
i y
η
it

)2 and Denom ≡ 1 − yηL∑
i y
η
it

(Gτη + 1) +

ηGτ (
yηL∑
i y
η
it

)2 and find that

∂ µLµτ
∂M

∗Denom2 =−∂ yηL∑
i y
η
it

∂M
(Gτ + η)−

yηL∑
i y
η
it

∂Gτ
∂M

+ 2Gτη
yηL∑
i y
η
it

∂
yηL∑
i y
η
it

∂M
+ η(

yηL∑
i y
η
it

)2 ∂Gτ
∂M

 ∗Denom
−Num

−∂ yηL∑
i y
η
it

∂M
(Gτη + 1)−

yηL∑
i y
η
it

η
∂Gτ
∂M

+ 2ηGτ
∂

yηL∑
i y
η
it

∂M
+ η(

yηL∑
i y
η
it

)2 ∂Gτ
∂M


Rearranging the RHS:

∂
yηL∑
i y
η
it

∂M

[
Num(Gτη + 1)−Denom(Gτ + η) + 2

yηL∑
i y
η
it

Gτη(Denom−Num)

]
+ η

yηL∑
i y
η
it

∂Gτ
∂M

[
(Num− Denom

η
) +

yηL∑
i y
η
it

(Denom−Num)

]
Note that

[
(Num− Denom

η ) +
yηL∑
i y
η
it

(Denom−Num)
]
< 0 for any yηL∑

i y
η
it
< 1 since η < 1

and Denom > Num. Since
∂

y
η
L∑
i y
η
it

∂M < 0 because µ′L < µL and because I assume that
∂Gτ
∂M < 0, the following condition is sufficient for

∂
µL
µτ
∂M > 0 to hold:[

Num(Gτη + 1)−Denom(Gτ + η) + 2Gτη
yηL∑
i y
η
it

(Denom−Num)

]
< 0

or

2Gτη
yηL∑
i y
η
it

(Denom−Num) < Denom(Gτ + η)−Num(Gτη + 1)
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yηL∑
i y
η
it

<
Denom(Gτ + η)−Num(Gτη + 1)

2Gτη(Denom−Num)
=
Gτ + η

2Gτη
− Num(η − 1)(Gτ − 1)

2Gτη(Denom−Num)

Hence, the following condition is more than sufficient for
∂
µL
µτ
∂M > 0 to hold:

yηL∑
i y
η
it

<
Gτ + η

2Gτη
+

Num(1− η)(Gτ − 1)

2Gτη(Denom−Num)

If we only consider cases with M > 2, then yηL∑
i y
η
it
< 1

2 , and a sufficient condition is:

1 <
Gτ + η

Gτη
+
Num(1− η)(Gτ − 1)

Gτη(Denom−Num)

This holds for any value 0 ≤ η ≤ 1, since it holds for η = 0, 1 and for η > 0, the RHS

is monotonically declining because
∂ Gτ+η
Gτ η
∂η = Gτη−(Gτ+η)G

(Gτη)2 = − 1
η2 . Hence, we always have

that
∂
µL
µτ
∂M > 0.
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C Assumptions on the productivity volatility process

The definition of the steady state implies that aggregate variables are stable, despite a stochas-
tic process on firm-level productivity. This appendix section describes the assumptions I make
on the productivity volatility process. I will be referring to the types of firm that are listed in
Lemma 1: low productivity firms (which are always unconstrained in steady state), and all
types of high productivity firms, both constrained and unconstrained. I will denote the low
productivity firms by type L, the unconstrained high-productivity firms by type HU , and the
constrained firms of type τ , where τ measures the number of periods since a firm’s most recent
positive productivity shock.

A necessary and sufficient condition for the economy to be in steady state, is that the num-
ber of firms of each type is constant for all t. In that case, we immediately have that for all t,
F (a(t + 1), z(t)) = F (a′, z) and hence it is clear from the firm decision rules in (52) and the
labor market clearing condition (15) that the other aggregate variables (Kt,

Pt
wt

) and H(a, k) are
constant as well. If the number of firms of each type is not constant over time, then necessarily
F (a(t+ 1), z(t)) = F (a′, z) is not constant and the economy is not in steady state.

Since the law of large numbers does not hold under a finite M , I will make additional
assumptions on the productivity volatility process to ensure that the economy can still be in
steady state as defined in (17). Specifically, I will assume that the assignment of productivity
shocks is such that, if a certain transition probability Prxy to go from state x to state y applies
to a set of firms of size Nx, then exactly PrxyNx firms will transition from state x to state y.49

What remains to be defined, are the different states x and y.
In the comparative statics exercise in the paper, I am comparing steady states for different

values of M . In order to make valid comparisons across different values of M , the produc-
tivity volatility process needs to be identical for different M . To then describe a productivity
volatility process that is constant across M , it will be useful to keep track of the following im-
plications of Proposition 1. This proposition is demonstrated conditional on the steady state
existing for different values of M , as well as the productivity volatility process being identical
across M . Hence, if the characteristics of the productivity volatility process are such that the
steady state as defined in (17) exists, and that the process is identical across M , then Proposi-
tion 1 holds. In order to describe the productivity volatility process, it will be useful to keep in
mind the following implications of the model.

• Implication 1: convergence to the optimal level of capital is reached in a finite number of
periods and therefore the maximal τ is finite. This is because k∗H

k∗L
is finite and gτ does not

converge to zero.

• Implication 2: The number of periods it takes for a high productivity firm to become
unconstrained is weakly increasing with M .50 Let therefore TM denote the number of
periods it takes for a high productivity firm to grow out of its financial constraint in a
steady state with M firms.

• Implication 3: there are then in total (TM + 2) types of firms: L, TM , HU

The productivity volatility process is then described as follows. Consider a sufficiently
high M , M̄ . Given a specific productivity volatility process, M̄ will be the highest value of M
considered in the comparative statics on M . Importantly, given implications 1 and 2, we have
that ∀M < M̄ : TM ≤ T M̄ .

49One could think of the gods setting up a lottery such that exactly PrxyNx firms are selected to transition from
x to y.

50This is because Gτ is weakly decreasing in M and k∗H
k∗
L

is increasing with M .
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Based on implication 3, the productivity volatility process will then be defined by transition
probabilities across (T M̄ + 2) “bins” of firms, namely L, T M̄ , HU

M̄
, where HU

M̄
denotes the bin

with all the unconstrained high productivity firms for M̄ . Note that this implies that for M <

M̄ , firms might be in e.g. bin T M̄ for the definition of their transition probabilities, although
they are already unconstrained and thus of type HU . The transition probabilities across bins
are then defined as follows

• Probability to transition from aL to aH , i.e. probability to transition from L to τ = 1: PLH .
Then, (1− PLH) is probability to remain within L

• Then, for firms with aH , the transition probabilities are dependent on τ . Conditional on
having aH in period τ , the probability to continue having aH is PHHτ .

– Therefore, conditional on having aH in τ = 1, the probability of still having aH in
τ > 1, is

∏τ−1
r=1 PHHr

– Then, the unconditional probability of having a firm in bin τ > 1 is PLH
∏τ−1
r=1 PHHr

• Finally,the transition probability of moving from bin HU
M̄

to bin L, is PHL.

By specificying these bins, and making the transition probabilities between high and low
productivity specific to a bin, I have assured that the number of firms in each bin is stable
across periods. This can be seen from the following.

• Denote the number of firms in L by ML

• Number of firms in bin τ : MLPLH
∏τ−1
r=1 PHHr

• Number of firms in HU
M̄

can be found by setting the number of exiters from HU
M̄

equal to

the number of entrants in HU
M̄

: MLPLH
∏T M̄

r=1 PHHr = PHLMH . Hence

MH =
ML

PHL
PLH

T M̄∏
r=1

PHHr

• One can then also observe that the number of entrants in L equals the number of exiters
from L:

PLHML = PLHML

(1− PHH1) +
T M̄∑
τ=2

(1− PHHτ )
τ−1∏
r=1

PHHr

+MHPHL

PLHML = PLHML

(1− PHH1)

T M̄∑
τ=2

(1− PHHτ )

τ−1∏
r=1

PHHr

+
ML

PHL
PLH

T M̄∏
r=1

PHHrPHL

1 = (1− PHH1) +
T M̄∑
τ=2

[
(1− PHHτ )

τ−1∏
r=1

PHHr

]
+

T M̄∏
r=1

PHHr

Now, note first that
∏T M̄

r=1 PHHr is the probability, conditional on a firm moving from
L to H productivity, that after T M̄ periods it still has H productivity. Then note that∑T M̄

τ=1(1−PHHτ )
∏τ−1
r=1 PHHr is the probability that a firm moves back to low productivity

at some point before T M̄ . Hence we always have that
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1−
T M̄∏
r=1

PHHr = (1− PHH1) +

T M̄∑
τ=2

(1− PHHτ )

τ−1∏
r=1

PHHr

In other words, the condition for stability of the share of number of firms is always satis-
fied.51

While the described productivity volatility process will ensure that the number of firms
in each bin is stable over time, it does not necessarily imply that the number of firms in a
bin is an integer. Hence, one has to impose additional restrictions on the values of M under
consideration, or the transition probabilities. One such possible restriction is to set ∀τPHHτ =

PLH = PLH = 1
n and ML = n(T M̄+x) with x ≥ 2 and n ∈ N. This implies that the number of

firms in any bin τ is n−τML = n(T M̄+x−τ) and in bin H it is nx.

D Model with young firms

Agents The worker side of the model is unaltered from the baseline model. On the firm side,
there continues to be an exogenous, finite set M of firm-owners. In this version of the model,
heterogeneity across firms arises from the date at which they are born. Before the start of each
period, qM new firms are born with capital levels k0 ≡ ζ KM , where K is aggregate capital and
0 < ζ < 1. At the same time, a set of firms qM dies before the start of the period, such that the
total number of firms remains constant.52

Firm-owner i has the following intertemporal preferences at time t:

Uit =
∞∑
s=t

(qβ)s−tdis

Where β is the discount factor, q is the ex-ante probability a firm dies in any given period and
dit is firm-owner consumption.

Production of varieties Each firm produces a variety i with a Cobb-Douglas production
function, using capital kit and labor lit as inputs. There is no variation in productivity across
firms.

yit = kαitl
1−α
it (50)

Investment kit+1 = xit + (1 − δ)kit is modeled exactly as in the baseline model. The same
holds for the definition of the final good, firm-level demand (3), the price index (4), the budget
constraint (5), and the financial constraint (6).

D.1 Market structure and optimization in steady state

The market structure and firm-problem are equivalent to the set-up in the baseline model, ex-
cept that there is no firm-level productivity volatility to be taken into account. Since firms
play a one-period game of quantity competition, each firm i sets a quantity yit+1 for sale,
conditional on the quantities chosen by the other firms in the economy. As discussed in the

51Note that
∑T M̄

τ=2(1−PHHτ )
∏τ−1
r=1 PHHr = 1−PHH1 + (1−PHH2)PHH1 + (1−PHH3)PHH1PHH2 + ....+ (1−

PHHT M̄ )
∏T M̄−1
r=1 PHHr , which confirms the equality.

52The ex-ante probability that any firm dies is constant at q, but this probability is not independent across firms
as I assume that each period the dying firms hold the same fraction of aggregate capital.
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previous subsection, firms make decisions about lit+1, kit+1 in period t, given the budget con-
straint Pt(kit+1 + dit) ≤ zit. Therefore, any firm i’s optimal decisions are kit+1 (zit,y−it+1),
lit+1 (zit,y−it+1), where (zit) characterizes the state for firm i and y−it+1 is the vector of de-
cisions on yjt+1 for all j 6= i. Through the production function (50), the choice of kit+1, lit+1

determines yit+1 and thereby pit+1(yit+1,y−it+1) as firms incorporate the demand function (3)
into their optimization. As such, this setting entails the following intertemporal problem for
the firm, where πit(kit, lit,y−it) ≡ pit(yit,y−it)yit − wtlit:

max
dit,kit+1,lit+1

L =
∞∑
t=s

Es
[
βt−sdit

]
+

∞∑
t=s

Es [λit (πit(kit, lit,y−it) + Pt [(1− δ)kit − kit+1 − dit]) + Φit(dit)]

(51)

Since each firm’s decision on yit+1 depends on (zit,y−it+1), yit+1 will be determined by
F (z(t)), the distribution of zit, and by the conditions in the labor and goods market implied by
M,L.

kit+1 (zit, F (z(t)),M,L)

lit+1 (zit, F (z(t)),M,L)
(52)

From here on, the optimization is exactly as in the baseline model, with equivalent expres-
sions for the demand elasticity, the labor choice and the capital choice.

D.2 Steady state equilibrium

An equilibrium consists of a set of pricesPt, wt, pit, a set of consumption dit(zit, F (z(t))), capi-
tal kit+1(zit, F (z(t))) and labor lit(zit−1, F (z(t−1))) decisions by firm-owners and consumption
by workers wt

Pt
L that satisfy

• the labor market clearing condition

L =

M∑
i=1

lit (53)

• the goods market clearing condition

Qt =

M∑
i=1

(xit + dit) +

∫
l∈L

cltdl (54)

• the optimality conditions for labor and capital for each firm i, conditional on the choices
of ljt, kjt of all firms j 6= i.

• market-clearing for each variety i: yit = qit, satisfying the expression for firm demand.

• the equalized budget constraint Pt(kit+1 + dit) = zit, and the financial constraint dit ≥ 0.

• Firms are born with a capital level k0. This capital level k0, with k0 = ζk∗, where k0 is
inherited from the dead firms, such that necessarily :k̄ ≥ k0. And here, k̄ = K

M . In steady
state, we know that k0 < k1 (i.e. since K is constant, all firms are born with the same k0

and afterwards grow their capital.

51



D.3 Steady state conditions

• Kt = K

• Pt/wt = P/w

• F (z(t)) = F (z),

An implication of Kt = K is that capital growth by surviving firms will have to equal the
capital loss from firms dying.

D.3.1 Labor and capital decisions in steady state

It will again be convenient to characterize the solution to the firm’s optimization problem by
taking the perspective of the cost-minimization problem given the optimal markup character-
ized in (9). The cost-minimization problem implies the following optimal labor demand in
steady state:

lit =

(
(1− α)

µit

P

w

(
Q

M

)1−η
kαηit

) 1
1+αη−η

(55)

There are two cases for the firm’s capital choice: either Φit = 0, or Φit > 0.

Unconstrained firms First consider the case where a firm has Φit = 0.

k∗ = µ
1

η−1

U

Q

M

(
P (1− α)

w

) η−αη
1−η

(
α

rit

) 1+αη−η
1−η

(56)

with the new definition rit ≡
(

1
qβ + δ − 1

)
and µU the markup of the unconstrained firm.

Constrained firms When the financial constraint binds, i.e. Φit > 0. Capital grows as allowed
by the budget constraint

kit+1 = (1− δ)kit +

((
(1− α)

µit

) η−αη
1+αη−η

−
(

(1− α)

µit

) 1
1+αη−η

)(
P

w

(
Q

M

)1−η
kαηit

) 1
1+αη−η

(57)

This will then imply the following lemma for the capital distribution H(k) in steady state,
where τ is the number of periods since the firm was born:

Lemma 3. Steady state H(k) is given by:

• When Φτ = 0, then kiτ = k∗

• When Φτ > 0, then kiτ = Gτk0, where Gτ = Πτ−1
s=0(1 + gs) and gs = kis+1

kis

This way, the capital distribution in this economy is essentially isomorphic to the distribu-
tion of the baseline model. Furthermore, the other elements of the system of equations - the
markup distribution, TFP , K, Pw ,Ω - are isomorphic as well, after properly adjusting for the
constant productivity. Therefore, this model exhibits analogous comparative statics on M as
the baseline model.
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E Markup Measurement

The markup measurement is based on De Loecker and Warzynski (2012), who elaborated on
the framework introduced by Hall (1986). The main structural assumption for this markup
measurement is cost-minimization by firms. Therefore, setup the Lagrangian for cost-minimization
on the variable inputs X1

it, ..., X
V
it ,:

Lit(X
1
it, ..., X

V
it ,Kit) =

V∑
v=1

PX
v
itXv

it + ritKit + λit(Qit −Qit(X1
it, ..., X

V
it ,Kit))

FOC :
∂Lit
∂Xv

it

= PX
v
it − λit

∂Qit(.)

∂Xit
= 0⇒ P Yit

λit
=
∂Qit(.)X

v
it

∂XitYit

P Yit Yit

PX
v
itXv

it

Which implies:

µit =
θX

v

it

αXit

• Markup µit ≡
PYit
λit

,

• the output elasticity for Xv: θX
v

it ≡
∂Qit(.)
∂Xit

Xit
Qit

• X’s expenditure share in total revenue αX
v

it ≡
PX

v
itXv

it
PitQit

.

– Note that µit =
θX

v

it

αXit
holds for any variable input Xit.

– In the majority of the empirical estimations, I use labor as the variable input. In that
case, I define αLit ≡

V Ait
wtlit

, where V Ait is value added.
– In some robustness checks, I employ materials as the variable input. In that case, I

define αMit ≡
Sit

pMt Mit
, where Sit is sales and pMt Mit is expenditure of materials.

• For Cobb-Douglas, θXit is constant, so all within-sector variation is driven by αXit .

F Further stylized Facts

F.1 Robustness on MRPK dispersion and productivity volatility

In this section, I follow Asker et al. (2014) and implement their plant-level robustness check for
examining the relationship between MRPK dispersion and productivity volatility. In general,
the relationship here is in line with the findings in Asker et al. (2014).
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F.2 Capital growth for young plants

Table A.2: Capital growth as a Function of Age

Plant-level Capital Growth g(kirst)
(1) (2) (3) (4) (5) (6) (7) (8)

1
ageirst

0.0814∗∗ 0.140∗∗

(0.00412) (0.00569)

ln( 1
ageirst

) 0.0136∗∗ 0.0357∗∗

(0.00108) (0.00169)

1(ageirst ≤ 5) 0.0597∗∗ 0.0576∗∗

(0.00210) (0.00281)

1(ageirst < 10) 0.0369∗∗ 0.0306∗∗

(0.00190) (0.00259)
State-sector-year FE Yes No Yes No Yes No Yes No
Plant FE No Yes No Yes No Yes No Yes
Observations 644922 644922 644922 644922 658886 658886 658886 658886
Standard errors, clustered at the plant level, in parentheses ( ∗ p < 0.05, ∗∗ p < 0.01).
Indices are i for plant, r for state, s for sector and t for year.
g(kirst) = lnKirst+1 − lnKirst, where capital is the book value of assets, measured at the start (t) and end (t+ 1) of the year.
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G The effect of dereservation on markup dispersion

Figure A.1: Event-study for the effect of dereservation on markups

(a) Plants with above-median initial markup
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(b) Plants with below-median initial markup
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The figure displays the coefficients and 95% confidence intervals for the βτ coefficients from the following event-
study regression: lnµirt = αi + γrt +

∑4
τ=−5 βτ1[t = eirt + τ ] + εirt. Here, αi is a plant fixed-effect and γrt

is a state-year fixed-effect. I define the time at which the main product of plant i is dereserved as eirt. I impose
the normalization that β−1 = 0, and cluster standard errors at the plant-level. Panel (a) shows results for the
subset of plants with initial markups weakly above the median markup, and Panel (b) for the other plants. The
initial markup is averaged over event times τ = −5 till τ = −3, and the median initial markup is computed after
controlling for sector and year fixed effects.
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