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Abstract

We analyze a dynamic stochastic general-equilibrium (DSGE) model with an ex-
ternality—through climate change—from using fossil energy. Our central result is a
simple formula for the marginal externality damage of emissions (or, equivalently, for
the optimal carbon tax). This formula, which holds under quite plausible assumptions,
reveals that the damage is proportional to current GDP, with the proportion depending
only on three factors: (i) discounting, (ii) the expected damage elasticity (how many
percent of the output flow is lost from an extra unit of carbon in the atmosphere),
and (iii) the structure of carbon depreciation in the atmosphere. Thus, the stochastic
values of future output, consumption, and the atmospheric CO5 concentration, as well
as the paths of technology (whether endogenous or exogenous) and population, and
so on, all disappear from the formula. We find that the optimal tax should be a bit
higher than the median, or most well-known, estimates in the literature. We also
formulate a parsimonious yet comprehensive and easily solved model allowing us to
compute the optimal and market paths for the use of different sources of energy and
the corresponding climate change. We find coal—rather than oil—to be the main
threat to economic welfare, largely due to its abundance. We also find that the costs
of inaction are particularly sensitive to the assumptions regarding the substitutability
of different energy sources and technological progress.
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1 Introduction

In order to assess the role of economic policy for dealing with climate change, we build a
global economy-climate model—an integrated assessment model—using an approach based
on stochastic dynamic general-equilibrium (DSGE) methods. Our first and main finding is
an analytical characterization and derivation of a simple formula for the marginal externality
damage of carbon dioxide emissions. The formula also serves as a prescription for the op-
timal level—from a global perspective—of the tax on carbon. The social cost/optimal tax,
when expressed as a proportion of GDP, turns out to be a very simple function of a few basic
model parameters. Quite strikingly, the parameters only involve assumptions on discount-
ing, a measure of expected damages, and how fast emitted carbon leaves the atmosphere.
Specifically, the stochastic values of future output, consumption, and the stock of COy in
the atmosphere all disappear from the formula; and no knowledge about future technology,
productivity, energy sources in use, or population is needed in order to calculate the social
cost.

The optimal-tax formula, which is very simple to derive and transparent to explain,
does rely on some assumptions. They are: (i) period utility is logarithmic in consumption;
(ii) current climate damages are proportional to output and are a function of the current
atmospheric carbon concentration with a constant elasticity (a relationship that is allowed to
vary over time/be random); (iii) the stock of carbon in the atmosphere is linear in the past
and current emissions; and (iv) the saving rate is constant. We discuss these assumptions in
detail in the paper and argue that our formula applies approximately for a much more general
environment than the one we derive it for exactly. This generality, and in particular the fact
that the formula requires minimal assumptions on quantity determination, is valuable in
comparing different policy instruments. A policy relying on quantity restrictions, such as a
cap-and-trade system, by definition requires an estimate of the optimal amount of emissions.
This estimate requires, and is highly sensitive to, a range of assumptions about which there
is much uncertainty. These assumptions include general future technological progress, what
sources of energy are available, population growth, and so on. In contrast, the tax formula
requires very few assumptions—on discounting, expected damage elasticities, and carbon
depreciation—and these assumptions, furthermore, matter in very direct and transparent
ways.

Our formula is a discounted, expected sum of future damage elasticities, i.e., percentage
output responses from a percentage change in the amount of carbon in the atmosphere,
caused by emitting a unit of carbon today. Discounting here involves both discounting
due to time preferences and to the fact that carbon emitted into the atmosphere depreci-
ates, or rather exits the atmosphere and is stored elsewhere (like in the biosphere or deep
oceans) where it does not cause harm. The damages occur through global warming, which is
produced by higher atmospheric carbon concentration, causing production shortfalls, poor
health/deaths, capital destruction, and so on. We tabulate our optimal tax rate for different
levels of discounting—a parameter one may have different views on. We use estimates for the
remainder of our parameters from other studies, primarily from research by climate scientists
on carbon depreciation and by economists’ on damage measurements. An important insight



from our formula is that it only involves the ezpected damage elasticities. Even though the
model builds on concave utility and, hence, risk has to be taken into account, the appropriate
quantity in the optimal-tax formula does not involve any other moment than the expected
damage elasticity. It is thus noteworthy that discussions of higher moments, such as fat
tails (see, e.g., Weitzman, 2009), while relevant for other questions, are not relevant when it
comes to computing the optimal carbon tax.

Whereas our optimal tax formula tells us what to do, it does not tell us what the cost
is of not using the optimal tax. Thus, we also use our integrated assessment model to more
generally determine the endogenous paths for all the quantity variables with and without
policy. We can thus compare “business as usual” and the optimal outcome in welfare terms.
Here, our main contribution is to offer a parsimonious and yet complete model that can
be computed “almost” in closed form. Despite the parsimony, we argue that the model is
quantitatively reasonable and, most importantly, flexible enough to allow for a variety of
alternative assumptions. For example, we study how the assumptions on different sources
of energy provision or technological change matter for the future climate path as well as for
the path of consumption (or any other model variable).

Our integrated assessment model tells us, first, that whereas the optimal management of
when to extract oil is only of marginal importance for outcomes, the policy toward coal is
all the more important. The fundamental reason for this is that the stock of coal is so much
larger than the stock of (cheap-to-extract) oil. According to our estimates, it is optimal to
use up all the oil. Although the laissez-faire economy leads to an inefficient time path for oil
use—oil is used up somewhat too quickly—this inefficiency is not quantitatively significant.
For coal, in contrast, the stock is so much larger, and the laissez-faire allocation implies a
much larger total out-take of coal than what is optimal. Thus, inefficient management of our
coal resources leads to large welfare losses via significant global warming. Second, we learn
from the integrated analysis that the assumptions on technology, whereas of second order for
the optimal-tax formula, are very important for the quantitative results on climate and the
potential welfare losses from not using optimal policy. This particularly concerns the degree
of substitutability between different energy sources: if it is high, not taxing coal will imply a
large surge in coal use, massive warming and, hence, significant costs of inaction. Similarly,
the evolution of alternative, “green”, technology is key, especially to the extent that it is a
close coal substitute.

The pioneering work on integrated assessment modeling is due to William Nordhaus (for a
description of his modeling, see Nordhaus and Boyer, 2000).! In almost every way, the spirit
of our modeling is entirely in line with the approach used by Nordhaus. His main framework
is a computational model called RICE—Regional dynamic Integrated model of Climate and
the Economy—or, in its earlier one-region version, DICE. Our natural-science model mostly
follows that used by Nordhaus. The key differences are (i) in the depreciation structure of
carbon emitted into the atmosphere, which we assume has a somewhat different time profile
with a large fraction of the initial emission remaining in the atmosphere for many thousand

!'Nordhaus’s work generated much follow-up research; we comment on how our work relates to this research
in the appropriate places in the text.



years (see Archer, 2005) and (ii) in our assumption that the full temperature response to
atmospheric carbon is immediate (Nordhaus uses slower temperature dynamics; see our
detailed discussion in Section 4.2.3 below). The economic part of Nordhaus’s model, like
ours, is a natural extension of non-renewable resource models along the lines of Dasgupta
and Heal (1974) to incorporate a climate externality. However, Nordhaus’s model is not
fully specified as a general-equilibrium model (especially on the energy supply side) and the
computational methods for solving it make it difficult to fully analyze uncertainty. Thus,
whereas his model delivers an optimal tax rate on carbon that can be compared to ours,
it does not allow a comparison the optimal allocation to second-best alternatives, such as
the market laissez-faire outcome or one with carbon taxes that are less than fully optimal.
Quantitatively, when we use Nordhaus’s calibration of the discount rate (1.5% per year,
using market interest rates as a guide), we find that the optimal tax ought to be roughly
twice that of his—Nordhaus’s value is $30 whereas ours is $57 per ton of coal. Stern (2007),
in contrast, uses a discount rate of 0.1% and concludes that a tax of $250 dollars per ton
of coal is optimal; for that discount rate, we find $500 dollars to be the optimal tax.? Our
damage estimate can be made consistent, quantitatively, with that computed by Nordhaus:
Section 4.2.3 of the paper shows how changing our assumptions toward his, especially as
regards carbon depreciation, closes much of the gap between our estimates of the optimal
tax rate. We also demonstrate that the consequences of updating the damage elasticities can
be dramatic. With a discount rate of 1.5%, the optimal tax rate if damages turns out to be
moderate is $25.3/ton but $489/ton if they are what Nordhaus refers to as “catastrophic”.
For the lower discount rate used by Stern, the corresponding values are $221/ton and a
whopping $4,263/ton.

It is important to point out that we show that our tax formula applies also when the
economy can endogenously direct resources toward green technology. Acemoglu et al. (2012)
argue that this channel, and in particular subsidies to this activity, are key for dealing prop-
erly with climate change. Our analysis also argues for research subsidies, due to externalities
in research as in their work. However, whether or not they should be directed toward clean
technology depends on details of the model. Here, Acemoglu et al. (2012) take a specific,
and arguably reasonable, position based on path-dependence implying that green subsidies
are not only essential but also a very powerful instrument. A further and often-discussed
possibility in policy discussions is carbon sequestration and storage (CCS). We do not specify
such technologies in our parsimonious model, but our optimal tax formula can be used to
assess them. In particular, we conclude that—under Nordhaus’s preferred discount rate—
carbon should be captured/stored if the costs of doing so are below $60 per ton of carbon,
but otherwise not.

An interesting aspect of our general-equilibrium results is the prescription for the time
path of optimal taxes. As explained above, our estimate is that the per-unit tax on emissions
should be constant as a fraction of GDP (unless new information about the parameters in

2Like Nordhaus and Stern, we restrict attention to exponential discounting. An extension to hyperbolic
discounting, as in Karp (2005), would be interesting but is beyond the scope of the present paper, since it
introduces additional reasons for a government to influence market outcomes.



the tax formula arrives). Interpreted as a percentage value-added tax, whether it will grow
or fall over time depends on the kind of fossil fuel we consider. For oil, to the extent its price
will grow faster than GDP, a feature of the present in most available models, the value-added
tax must then fall over time, thus encouraging postponed oil use.® For coal, whose Hotelling
rent we assume is zero, one might expect a falling price due to technological change, and
hence a contrasting increasing path for its value-added tax.

The present work stands not only on Nordhaus’s and Hotelling’s shoulders but also
benefits from many early analytical insights using dynamic modeling of resource extraction.
Formulas for the marginal damage externality have been derived in a variety of contexts.
Uzawa (2003) considers a dynamic model without an exhaustible resource where pollution
damages enter utility and shows that the optimal carbon taxes are proportional to income.
Eyckmans and Tulkens (2003) derive a formula for damages in an environment with linear
utility of consumption in which the emission-to-output ratio changes exogenously. Goulder
and Mathai (2000) also make some headway based on the exponential damage formulation.
In various studies, Hoel also exploits implications of constant marginal damages (e.g., Hoel,
2009). The main contribution here relative to the earlier findings is to show that a simple
formula is applicable—either exactly or approximately—for a very large set of models. Aside
from Nordhaus’s integrated assessment models, there are also other computational models
that derive a value for the social cost of carbon; see, in particular the FUND model (Tol,
1997) and the PAGE model (Hope, 2008).

There are also many studies of optimal extraction problems, with our without a stock
externality as that considered here. Nordhaus’s setting builds on Dasgupta and Heal (1974),
who do not consider externalities. Withagen (1994) and Tahvonen (1997) study the optimal
depletion of fossil fuels under a utility damage, including with a backstop technology. These
papers are forerunners to a large set of studies of different energy inputs and their optimal
management; recent work includes that by van der Ploeg and Withagen (2012), which shows
that the qualitative features of optimal paths may depend importantly on initial conditions.
van der Ploeg and Withagen (2012), furthermore, argue—like we do here—that coal is the
main threat to the climate. In the present paper, in terms of analytics, our functional-form
assumption for the energy composite ensures interior solutions at all times. However, we
do consider a very simple back-stop technology that is a perfect substitute for coal (see,
e.g., the early work of Hoel, 1978). Popp (2006) also looks at a backstop technology but
considers endogenous R&D toward it. The literature on endogenous technology is somewhat
more recent. Bovenberg and Smulders (1995, 1996) are early contributions and Acemoglu et
al. (2012) emphasize path dependence. These are complementary contributions to the work
here, which chiefly emphasizes that the first-best optimal carbon tax formula also holds
in the presence of endogenous technical change; related results can be found in Grimaud,
Lafforgue, and Magne (2011). How different policies interact is also discussed in the context
of the Green Paradox (the idea that the future appearance of alternative energy technology
speeds up the current extraction and use of fossil fuel); see Sinclair (1992) and Sinn (2006).

3This result goes back to Hotelling’s famous formula (Hotelling, 1931): the oil price net of extraction
costs should rise at the rate of interest, which on average is above the rate of real GDP growth.



We do not explicitly look at CSS (capture sequestration and storage) here; for recent studies,
see Gerlagh (2006) and van der Zwann (2009).

Section 2 describes the model in generality as well as with more specialized assumptions.
It begins with the planning problem, for which it derives our key formula for the marginal
externality damage of emissions, and then looks at decentralized outcomes. This section
includes the derivation of the optimal-tax formula under our key set of assumptions and also
analyzes endogenous technical change. In Section 3 we specialize the assumptions further so
as to fully solve the integrated assessment model. Section 4 then contains our quantitative
analysis (which relies on both oil and coal use) and Section 4.2.3 discusses the robustness of
the results. We conclude in Section 5.

2 The general model

We begin by describing the general setting in Section 2.1. We then introduce a set of
additional assumptions in Section 2.2 that are key in deriving our main results. In Section
4.2.3 in the paper, we discuss in detail how the results would change if one would stay
within the more general setting we start out with. In Section 2.3, we state the planning
problem: how to optimally allocate resources over time, taking into account how the economy
affects the climate. Based on the general setting, we derive an expression for the marginal
externality damage and show how it simplifies considerably with our key assumptions. We
then consider the decentralized economy in Section 2.4 and identify the optimal (Pigou) tax
with the marginal externality damage. In Section 2.5 we consider a particular extension—
endogenous technological change that is potentially directed toward “green energy”—and
show that our formula for the optimal tax still applies.

2.1 The economy and the climate: a general specification

We consider a version of the multi-sector neoclassical growth model with I + 1 sectors. Time
is discrete and infinite. There is a representative household with the utility function

o0
Eo» BU(C),
t=0
where U is a standard concave period utility function, C' is consumption, and 5 € (0,1) is
the discount factor.

The production process consists of what we label a final-goods sector, denoted i = 0
and with output Y;, and by I intermediate-goods sectors that produce energy inputs Fj;
1=1,...,1, for use in all sectors.

The feasibility constraint in the final-goods sector is

Ct+Kt+1:Y;+(1—(S)Kt.

The left-hand side is resource use—consumption and next period’s capital stock. The first
term on the right-hand side, Y}, is the output of the final good. The second term is unde-
preciated capital.?

4We assume zero adjustment costs for capital and that depreciation is geometric merely for simplicity.



Output in the final-goods sector is described by an aggregate production function Fiy,:
Y;f = FO,t (KO,t7 NO,t7 EO,t7 St) .

The arguments of Fj include the standard inputs Ky, and Ny, (capital and labor used in
this sector), along with Eq; = (Ep 1, ..., Eor:) denoting a vector of energy inputs used in
this final sector at . The sub-index ¢ on the production function captures the possibility of
technical change. This change can appear in a variety of ways, e.g., as an overall increase
in productivity, a changed transformation technology across basic inputs (such as technical
change saving on specific inputs), or a change in the way energy services are produced). This
change can be either deterministic or stochastic.

Finally, we also allow a climate variable S; to affect output. The effect of S; on aggregate
production could in general be either positive or negative, and we use the word “damage”
with this understanding. We focus on various sorts of damages that are all captured through
the production function. We specify later how Fy; depends on S. However, note that we
view the climate to be sufficiently well represented by one variable only: S is to be read as
the amount of carbon in the atmosphere. We argue that this is reasonable given available
medium-complexity climate models used in the natural sciences. These imply that the
current climate is quite well described by current carbon concentrations in the atmosphere
(e.g., lags due to ocean heating are not so important).” We do allow damages, or the
mapping from the atmospheric carbon concentration, to have a stochastic component but
we suppress it here for notational convenience.® We discuss the stochastic component in
detail later in the paper. Our assumption that S; affects production only is made mainly so
as to make our analysis closer to, and easier to compare with, Nordhaus’s RICE and DICE
treatments.” Also, for an important special case, covered in Section 3 below, damages to
utility, production, and to capital can all be aggregated into the form we consider here.

We now turn to the production of energy services, which are both inputs and outputs.
We assume that each component of Eq;, Ey;, is produced by its own technology F;;, which
uses capital, labor, and a vector of energy inputs. Moreover, some energy sources i are in
finite supply, such as oil. For any such energy source ¢, let R;; denote its beginning-of-period
stock at ¢, and let £;; be the total amount extracted (produced) at t. Then the decumulation

®Roe and Bauman (2011) show that if the long-run sensitivity of the global mean temperature to the CO,
concentration is higher than standard estimates, it becomes important to take into account the temperature
lags. This occurs because the ocean heats more slowly than the atmosphere. We discuss the implications of
this mechanism in more detail below.

6By normalizing the amount of air in the atmosphere to unity, we follow the convention of using the stock
of atmospheric carbon and the atmospheric carbon concentration interchangeably.

"Documented damages from climate change also include, among other factors, loss of life (which should
appear through utility and makes labor input fall), deterioration in the quality of life (arguably also express-
ible with a more general utility function), and depreciation of the capital stock. How large these different
damages are and exactly the form they take is highly uncertain. These damages should also include any
resources used to prevent disasters and, more generally, to lessen the impact of climate change on humans
and human activity (such as increased spending on air conditioning and on research aimed at adaptation
and mitigation). The purpose of the present paper is not to push this particular frontier of modeling.



equation for any exhaustible stock i is
Rit1=Riy — Eiy > 0. (1)
The production technology for energy from source ¢, exhaustible or not, is
Eiy = Fii (Kig, Nig, Eig, Riy) > 0. (2)

The appearance of the stock in the production function here allows for the possibility that
energy production involves an exhaustible resource whose production costs may depend on
how much of the resource remains.® Moreover, by allowing F' to have decreasing returns
to scale, we can account for the possibility that some sources of energy, like wind, cannot
grow without limits due, e.g., to space constraints. This general formulation of production
technology incorporates most cases which are typically considered in the literature.

We assume that sectors i = 1,...,1, —1 are “dirty” in the sense of emitting fossil carbon
to the atmosphere. Sectors Iy, ..., I are “clean”, or “green”, energy sources which are not
associated with climate externalities. We normalize F; for ¢ = 1,...,I, — 1 to be in the

same units—one unit of F; produces one unit of carbon content—and the relative energy
efficiencies of different sources of energy are captured implicitly in the production functions.
Each period, the production factors are allocated freely across sectors:

I

1 I
Y K=K, Y Ny=N, and Ej; =Y Ey. (3)
=0 1=0

=0

The process for N, is exogenous and can be either deterministic or stochastic.

We do not include climate damages in the energy sectors, mainly for comparison with
Nordhaus’s treatment and so that we can use his damage estimates. Since damages to the
energy sectors are expected to be a small part of the overall economy, this omission seems
quantitatively unimportant.

Turning to the evolution of the climate, let us first just describe a general formulation.
Let S, be a function that maps a history of antropogenic emissions into the current level
of atmospheric carbon concentration, S;. The history is defined to start at the time of
industrialization, a date defined as —T":

I,—1
St - gt (Z Ei,—T7EiT+17’”7Etf7> ) (4)
=1

where B/ = Zfi}l FE; s is fossil emission at s and we recall that E; s is measured in carbon
emission units for all 7. Later, we will assume a simple form for S; that we argue approximates
more complicated models of global carbon circulation quite well.

8We do not explicitly model a multitude of deposits with different extraction costs; see Kemp and Van
Long (1980) for such an analysis.



2.2 Specializing some assumptions

In the section that follows we characterize the solution to the planner’s problem in the setup
described above. We provide a sharp characterization of the optimal growth problem and
the optimal carbon tax that implements it under the three assumptions that we discuss in
this section.

2.2.1 Preferences

The first special assumption is logarithmic utility:
Assumption 1 U(C) =InC.

Logarithmic preferences are commonly used and rather standard. At long time horizons,
the risk aversion and intertemporal elasticity of substitution implied by logarithmic curvature
are probably not unreasonable. We discuss this issue in more detail in the quantitative section
of the paper.

2.2.2 Damages

Second, we specialize our damage formulation. We follow Nordhaus and assume that dam-
ages are multiplicative:

Foi (Kog, Not, Eoy, St) = (1 — Dy(S)) FO,t (Kot, Not, Eoy) -

Here, D is the damage function. It captures the mapping from the stock of carbon dioxide
in the atmosphere, S;, to economic damages measured as a percent of final-good output. As
we discuss in detail in Section 3, the D(S) mapping can be thought of in two steps. The
first is the mapping from carbon concentration to climate (usually represented by global
mean temperature). The second is the mapping from the climate to damages. Both of these
mappings are associated with significant uncertainty. For reasons summarized in Roe and
Baker (2007) and also explored in Weitzman (2009) and Roe and Bauman (2011), climatic
feedback mechanisms of uncertain strength imply that it is reasonable to think of the the
warming effect of a given atmospheric CO4y concentration in terms of a distribution with
quite fat tails.” Nordhaus explicitly models both steps in the mapping from the carbon
concentration to damages. As we show in the numerical section, an exponential specification
for D(S) approximates Nordhaus’s formulation rather well. Note that we generally allow D
to depend on time, and, implicitly, on the state of nature in case there is a random element
to damages. We parameterize this dependence through the following specification:

Assumption 2 The production technology can be represented as

FO,t (KO,t> NO,t7 EO,t7 St) = (1 - Dt(St>)F0,t (Ko,ta NO,t7 EO,t)

9For example, the melting of ice reduces the earth’s capacity to reflect sunlight. Letting = denote the
strength of this positive feedback, the long-run climate sensitivity depends on ﬁ Symmetric uncertainty

about z thus translates into a skewed and fat-tailed distribution of ﬁ



where 1 — Dy(S;) = exp (—'yt (St - 5')) and where S is the pre-industrial atmospheric COs
concentration.

Thus, the (possibly time- and state-dependent) parameter v can be used to scale the damage
function.

2.2.3 The carbon cycle

Third, we consider the following simplified carbon cycle.

Assumption 3 The function S, is linear with the following depreciation structure:

S—85=) (1-d,)EL, (5)

where ds € [0,1] for all s.

Here, 1 — d, represents the amount of carbon that is left in the atmosphere s periods
into the future. In RICE, Nordhaus also has a linear carbon depreciation schedule but bases
his carbon cycle on three stocks, all containing carbon, and a linear exchange of carbon
between them. It is possible to show quantitatively that, for the kinds of paths considered
by Nordhaus, a one-dimensional representation comes close to his formulation. We discuss
the comparison with Nordhaus’s carbon-cycle formulation in more detail below.!°

While for the rest of the analytical section we do not need to take any stand of a particular
form of the depreciation structure in (5), it may be useful to preview the formulation we
use in the quantitative section. This structure amounts to a three-parameter family with (i)
a share ¢, of carbon emitted into the atmosphere staying in it forever; (ii) a share 1 —
of the remaining emissions exiting the atmosphere immediately (into the biosphere and the
surface oceans), and (iii) a remaining share decaying at a geometric rate ¢. That is, we use

L—ds =0+ (1—91) e (1—¢)°. (6)

2.3 The planning problem

We now return to the general formulation in Section 2.1, state the planning problem, and
characterize the solution to it in terms of some key relationships that will subsequently be
compared to market outcomes. Later, we will point out how our more specialized assump-
tions yield more specific results.

max E Z BU (Cy)
t=0

{Ct, N, Ky 41,Kt,Ri 141,B¢,5: 12

10Tn structural and more elaborate carbon-circulation models, the depreciation structure is generally not
independent of the amount of carbon in the atmosphere. This becomes a consideration if we consider
extremely large pulses of carbon emissions; see Gars and Hieronymus (2012).
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subject to (1), (2), (3), (4), and
Ci+ Kiy1 = Fou (Kog, Now, Eoy, Si) + (1 = 9) K, (7)

as well as non-negativity constraints.

Let 8')\;; be a Lagrange multiplier on the production constraint for sector i (equation
(2))-'' Moreover, let 3, , be the multiplier on the feasibility constraint for energy of type
i (equation (3)) and Btfi,t the multiplier associated non-negativity constraint. Finally, let
ﬁt,ui,t be the multiplier on the decumulation equation for exhaustible resource ¢. The first-
order condition with respect to E;; can then be written, in terms of final consumption good

at ¢, as
Xt it + iy + &g
s = : =+ A7, 8
Aot Aot ! ( )

where

Aojt+j OF0 145 0S4
As —E ¥ J J J
i tzﬁ Noi OSis, OB,

Since 05,1 j/0FE;; =0 fori =1, ... ,I and, by construction,

IS5 _ 05
aE@t 8Ei?t

for i,i' € {1,...,1, — 1},

we have that A, = 0 for i = [,,...,I and that A}, is independent of i for all i €
{1,...,1, — 1}. Therefore we refer to Af’t for the dirty sectors by Aj.
Equation (8) summarizes the costs and benefits of producing a unit of energy of type

i. The benefit, on the left-hand side, is its use in production (y; = 35, ;Ao in terms of

aE
output in sector 0, utility-weighted). The costs include (i) the cost of productlon (input
use), At/ Aor = %ﬁi—;g%ﬁ, being the amount lost in final-output units; (ii) the scarcity cost
ti.+/ Xo,t, which can only be positive if the resource is an exhaustible one; and (iii) the marginal

externality damage, Aj. This last cost can be written

Ct+ ) OF0,14j OSi44
—E § : j J § 9514
' 2 TGC) 98 0L, )

and it will play a central role in our analysis. It captures the externality from carbon emission
and we show in the next section that it is exactly equal to the optimal Pigouvian tax. In

general A depends on the structural parameters of the model in complicated way, both
OFp,t+5 OSt+j
9S14; OB, "
dramatically, however, when assumptions 1, 2, and 3 are satisfied:

through its effect on Cy;; and the derivatives The expression for Ay simplifies

Et25]0t0+ ’}/tJrj(l dj) (10)

7=0

"Note that since we allow uncertainty, Ai+ is a random variable.

11



The advantage of formula (10) is that it expresses the costs of the externality only in
terms of the exogenous parameters and the (endogenous) saving rate, along with initial
output (since C} can be written as a saving rate times output).

The expression (10) can be simplified even further if one assumes that the saving rate
is approximately constant. Empirically, saving rates do not tend to vary so much over time
and long-run growth models are often specified so that C;/Y; is constant (see, e.g. Acemoglu
(2009)). Thus, even if the saving rate is not literally constant over the entire transition, the
following proposition should provide a very useful benchmark for a large range of growth
models with a climate externality.

Proposition 1 Suppose Assumptions 1, 2, and 3 are satisfied and the solution to the social
planner’s problem implies that Cy/Y; is constant in all states and at all times. Then the
marginal externality cost of emissions as a proportion of GDP is given by

E, Z /3j7t+j(1 —d;)

J=0

A =Yi (11)

This proposition provides a formula allowing us to discuss both the quantitative and
qualitative properties of the marginal externality cost of emissions. The marginal externality
cost of emissions as a proportion of GDP is a very simple function of our basic parameters.
The simplicity of the formula makes clear that—absent a dependence of the expected v on
time—the marginal externality cost of emissions as a proportion of GDP inherits the time
path of GDP. Quite critically, future values of output, consumption, and the stock of CO5 in
the atmosphere all disappear from the formula. Thus, no knowledge about future technology,
productivity or population is needed in order to calculate the marginal externality cost of
emissions per GDP unit.!?

The intuition for this important result is quite transparent. While damages are propor-
tional to output, marginal utility is tnversely proportional to output. Thus, whatever makes
consumption or output grow (such as growth in TFP) will have exactly offsetting effects:
damages will be higher, but due to decreasing marginal utility the value in terms of current
consumption is not affected. We discuss natural departures from the result—say, if utility is
not logarithmic—in our robustness section below.

Moreover, we see exactly how the different basic parameters matter. The higher expected
damages raise the marginal externality cost of emissions as a proportion of GDP. A higher

12There are analytical results in the literature worth mentioning in this context, most of which are in a
partial-equilibrium context. One can be found in Uzawa (2003), who considers a dynamic model without
an exhaustible resource where pollution damages enter utility. He shows that the optimal carbon taxes are
proportional to income. Eyckmans and Tulkens (2003) derive a formula for damages in an environment
with linear utility of consumption in which the emission-to-output ratio changes exogenously. Goulder and
Mathai (2000) also make some headway based on the exponential damage formulation. In various studies,
Hoel also exploits implications of constant marginal damages (e.g., Hoel, 2009). The main contribution of
Proposition 1 is to show that this result holds under very general assumptions on technology, uncertainty,
and other structural parameters.
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discount rate lowers it. The carbon-cycle parameters influence the optimal tax in the intuitive
way as well: the longer the CO, stays in the atmosphere (through an increase in 1 —d;), the
higher is the marginal damage cost.

This formula simplifies further if we assume that the expected time path for the damage
parameter is constant, E; [v,,,;] =9, for all j, and 1 — d; is defined as in equation (6). In

this case a )
M= (15 + 1) (12)

po1-(1-¢)p
Finally, the planner needs to optimally manage any finite resource stock over time. Thus,
for an energy source i which is exhaustible and has a binding constraint (u,, > 0), the first-

order condition with respect to R;;y1 becomes p,, = BE: (i t41 <—8§i’i1> + fiy +1)- The
first term on the right-hand side reflects the change in extraction costs as more is extracted.
This equation is the core of Hotelling’s famous formula: it equalizes the marginal value of

extracting one unit today to the expected value of extracting it tomorrow.

2.4 Decentralized equilibrium

The previous section characterized the solution to the social planner’s problem and derived
the expression for the emission externality A;. In this section, we show that A} is equal to
the optimal, first-best tax on carbon emission. The competitive equilibrium as defined here
is also what underlies our quantitative analysis below comparing laissez-faire equilibria with
those where taxes are set optimally.

2.4.1 Consumers

A representative individual maximizes
Eo Y  BU(Cy)
t=0
subject to

Eo ZQt (Cy + K1) = Ey ZQt (147 —0)Ky + w Ny + T;) + 11,
=0

t=0

where 7, is the (net) rental rate of capital, w, is the wage rate, T} is a government transfer, and
IT are the profits from the energy sectors which (in general) are positive because ownership
of the scarce resource has value. We use probability-adjusted state-contingent prices of the
consumption good where ¢; denote Arrow-Debreu prices.

2.4.2 Producers

All output and input markets are assumed competitive. There are two types of firms: final-
output firms and energy firms. A representative firm in the final-good sector solves

00 1
oy = max - Eq E G | Fo(Kot, Nog, Eo, St) — 1Ko — welNoy — E PitLoit
{Ko,t,No,t,Eo,t } 1= =0 Py

13



subject to non-negativity constraints, where p; ; is the price of fuel of type 1.

Consider first a representative, atomistic energy firm which owns a share of fossil-fuel
resource i. Denote a per-unit tax on the resource of 7;. The problem of this firm then is to
maximize the discounted value of its profits:

I

o0
II; = max - Eq E qt (pi,t - Ti,t>Ei,t - TtKi,t - thi,t - E pj,tEi,j,t )
{Ki,t:Nit,Bi t,Bi ¢, Ri 141} 10 =0 =

subject to non-negativity constraints, the production constraint (2), and the decumulation

constraint (1); firms make date- and state-contingent decisions but we suppress the stochastic

shocks for convenience. Firms producing clean energy (which may or may not involve non-

fossil resources) solve similar problems. Total profits of all energy producers are IT = Zfzo I1;.
The definition of competitive equilibrium is standard and we omit it.

2.4.3 Taxes

It is straightforward to show that the tax 7,; = A; for ¢« = 1,...,I, — 1, 7;,, = 0 for
i € {1,...,1, — 1}, and appropriate lump-sum rebates implement the solution to the so-
cial planner’s problem. To see this, let the multipliers on the production, depletion, and
non-negativity constraints of the energy producer be qtj\i,t, qfl; 4, and qtéw respectively,

with 5\, i1, and é all expressed in units of final consumption at ¢. The optimality conditions
for labor inputs of the two kinds of firms become

5\ 8Fi7t . 8F07t

MON. ' DNy

The energy firm chooses ¢ so that /A\i,t + it + éi,t = p;+ — Tiy. The optimality condition for
OFy,

8E0,:z
with their counterparts in the planning problem divided by \g. We now see that the planner’s
optimality condition is identical to the condition here if, for all dirty technologies 7, there is

a uniform tax on all carbon energy inputs,

energy input of type ¢ in the final-output sector is = pi+ Let us identify hat variables

Ti,t :Af = Ty, (13)

and 7;, = 0fori € {1,...,1, — 1}. It is immediate that the allocation of inputs across sectors

in competitive equilibrium will also be the same. Finally, it remains to show that the energy

firm manages the resource stock the same way the planner does. This is also immediate:

the firm’s intertemporal first-order condition directly produces the corresponding planner

condition. Thus, in this model there is no “sustainability problem”: markets use the finite

resource stocks optimally, so long as taxes are set so as to internalize the climate externality.
We summarize these findings in the following proposition.

Proposition 2 Suppose that T, is set as in (13) and that the tax proceeds are rebated lump-
sum to the representative consumer. Then the competitive equilibrium allocation coincide
with the solution to the social planner’s problem.
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The per-unit tax on fossil fuel is not the only way to implement the optimal allocation.
Alternatively, one can impose a value-added (sales) tax on dirty energy, 7%, so that the
revenues of the energy producer become

(1 — Tf,t) Dkt
rather than (p;; — 7;:) Ei;. Under the sales tax the energy producer instead maximizes

I

o
II; = max E (1 =7 )VEiy — 1 Ky —wNiy — B
’ {Ki,t,Nz‘,t,Ei,z,Ei,z,Ri,H-l}?iO Otz_;% p%t( M) o e v ;pﬂ,t bt
Knowing the optimal 7, one can always find the equivalent value-added tax: Tie =Tt /Dit-
Different energy inputs would now receive different value-added tax rates if their market

values are different.

2.5 Endogenous technical change

So far we considered an environment in which technical change is exogenous. Here we argue
that key parts of our analysis carry through also when technical change and, hence, growth
is endogenous. Though the argument is rather general in nature, for ease of notation we use
a model of endogenous technical change which is builds on Romer (1986).

We extend the competitive equilibrium in Section 2.4 by assuming that there is a large
number of firms in each sector and that each firm in section ¢ > 0 has access to the technology

Eiy=AiFiy (Ki,t; Nit, Eiy, Ry, Xi,t) (14)

where X;; denotes an expenditure on an intermediate good which is produced one-for-one
from final output. What is key here is that X both gives a private return to the firm and
has an R&D-like spillover effect. We refer to A, as total-factor productivity in sector ¢ and
define production technology in sector 0 similarly.

We assume that total-factor productivity in sector i in period t + 1 is given by

Ai,t—H = Gi(Ai,t7 Xi,t) (15)

where G; is a differentiable, convex function increasing in both arguments and X, is the
average value of X across firms in sector 7. Thus, when an individual firm chooses its X, it
takes into account how it affects its output today but does not internalize its impact on the
production possibility frontier in the future. The equilibrium is inefficient and subsidies are
required. Let Tfft be the subsidy applying to sector i. Each firm in sector ¢ > 0 thus solves

oo
_ X
II; = max - Eo g qt [(pi,t — Ti) By — K — w Ny — (1 + Ti,t) Xi,t} ;
{Ki,t:Nit,Bi 1, Ri 4, Xit }oo =0

subject to non-negativity constraints and (14), along with the law of motion for A;; is given
by (15). The maximization problem of a firm in sector 0 is defined analogously. More-
over, since all firms in the same sector make the same choices, the economy-wide feasibility
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constraint in sector 0 is given by

I
Cy+ K1 + Z Xt = Aot Fo (Koy, Nog, Er, St Xog) + (1 —90) K. (16)

=0

The rest of the definition of competitive equilibrium is the same as in Section 2.4.
The planning problem in this economy is

max E, Z BU (Cy)
t=0

{Ct, N, K¢, Et,S:, X, A, Ri }52
subject to (1), (3), (4), (14), (16),
A1 =Gi(Aig, Xiy) (17)

as well as non-negativity constraints.
Let ﬁt(zt be the value of the Lagrange multiplier on (17) evaluated at the optimum. It
is straightforward to show that the optimal subsidy satisfies

Gk (Afn X30)
U'(Cr)
Thus, the solution to the social planner’s problem is implemented by the pollution tax (13)

together with the subsidies satisfying (18). This produces an analogue of Propositions 1 and
2 to this environment.

X
L+7i; =

Ci (18)

Proposition 3 Suppose Assumptions 1, 2, and 3 are satisfied and the solution to the social
planner’s problem implies that Cy/Y; is constant in all states and at all times. Then the
marginal externality cost of emissions as a proportion of GDP is given by (11). Moreover,
if T are set as in (13) and 77 as in (18), competitive equilibrivm allocation coincides with
the solution to the planning problem.

It is straightforward to allow more general innovation technologies. The general idea is
simply that when there are multiple externalities, a separate Pigouvian tax is required for
each of the externality sources. In the above case there is a climate externality, and hence
a carbon tax set according to formula (13); and there is an R&D externality in each energy
sector, and hence a subsidy for each R&D activity set according to 18. Note here that there
is no presumption that especially high subsidies are needed for R&D toward green energy,
so long as carbon is taxed at the optimal rate—unless the externality stronger in this sector
than in other sectors. Especially high subsidies in the energy sector may, however, be called
for in a second-best situation when carbon emissions are not taxed at a high enough rate.

Finally, we briefly discuss technical progress that directly reduces the negative effect of
carbon emission, such as adaptation to or direct ways of controlling climate change.!® Such

13The range of such technologies is vast, from cheaper air condition units to measures for changing the
radiative energy balance of the earth by, e.g., emitting particles into the air, controlling cloud formation or
building giant parasols in space.
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a possibility can be introduced in our setting by letting 7, in Assumption 2 be endogenous
and depend on investments in adaptation and climate control technologies. Once again,
the steps toward a Proposition 1 remain unchanged, with the optimal tax formula (11) now
coming from an evaluation of at ~, at its optimum amount. The interpretation of the formula
remains the same, as v, still captures the expected damages from carbon emission.

3 Complete characterization

In this section we provide a complete characterization for a version of the general multi-
sector model discussed above. We will use this model in the quantitative analysis in Section
4. Throughout this section, we assume that Assumptions 1, 2, and 3 hold.

We assume that there are three energy-producing sectors. Sector 1 produces “oil”, which
we assume is in finite supply but can be extracted at zero cost. For oil, the constraint
E\; = Ri4 — Ry 441 will generally be binding. Sectors 2 and 3, which we refer as the “coal”
and “green” sectors, respectively, produce energy using the technologies

E’i,t = Ai,tNi,t fOI' 7 = 2, 3. (19)

Coal is also in finite supply. However, we will assume that the parameters of the model are
such that not all coal will be used up. Hence, it will not have a scarcity rent.!4

We chose these technologies to capture the stylized features of different energy sectors
in a transparent way. In particular, oil (and natural gas) are relatively cheap to convert
to energy but they rely on exhaustible resources in limited supply. On the other hand,
producing energy from coal and green sources is much more expensive but rely either on an
exhaustible resource in much larger supply (coal) or on no such resource (green energy).'?

We also assume a Cobb-Douglas specification for producing final output:

Y, = e (575) 4y KONV BV (20)
Here, F; is an energy composite, defined as
Et = (K1E1p7t -+ H2E2p7t + K3E§7t)1/p (21)

where 25’:1 k; = 1. The parameter p measures the elasticity of substitution between different
energy sources and xk measures the relative energy-efficiency of the different energy sources.
In reality, coal is a “dirtier” energy source than oil: it produces more carbon emissions per
energy unit produced. Since E;; and Es; are in the same units (carbon amount emitted) in
the model, therefore, in a realistic calibration one should choose k1 > k3. We assume that A;
and N, are exogenous. Finally, we assume that there is full depreciation of capital—having
in mind a time period of at least ten years.

1For some parameter values, this requires a back-stop technology occurring at some distant point in the
future. See the quantitative discussion below for further details.

15Below, we show evidence that the existing amount of coal is at least an order of magnitude larger than
the amount of conventional oil, i.e., oil that can be extracted at low cost.
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We now characterize the solution to the social planner’s problem. The first-order condi-

tions for C} and K, yield
I Y

Cri1 Kiy1
This condition together with the feasibility condition

1
—:E
C, PE,

Ci+ K1 =Y,
are satisfied if and only if the saving rate is constant at a3, i.e.,
K1 = apy, for all t.

This implies that the ratio C;/Y; is constant at 1 — o3, and Proposition 1 then applies
directly. As a result the optimal unit tax on emissions is given by (11).
The first-order conditions for E; and E;; imply

VK1 A VK1 A
—— AN =0E; | —— — A} , 22
e (EE ) =
where As
As =t
Y
This expression is a version of Hotelling’s formula corrected for the exogenous externality
term A7.
The first-order conditions for N;; imply
A VKa As l-—a-v (23)
> E;;"Ef ¢ Not
and ]
VK3 —a—v
A = : 24
" ELPE! Nos (24

Now notice that, for a given value of E;, the two equations (23) and (24), the labor resource
constraint Z?zo N+ = Ny, and (19) allow us to solve for By, Es;, and thus E;. It is therefore
possible, given any R;, to guess on £ and solve for all other values recursively. To see
this, we observe that, since all the energy levels in period 0 can be computed as a simple
function of E o, the Hotelling equation (22) delivers an equation in E;; and E;. More to
the point, it delivers £ ; as a function of F;. It can then be used to solve for all the energy
levels in period 1, again using equations (23) and (24), now for period 1. This delivers the
entire sequence of energy inputs and, hence, carbon concentrations, output, consumption,
and investment. Whether Zfi o 1t = Ri o then needs to be verified and the initial guess on
E, , adjusted appropriately.
We summarize the properties of the optimal allocations in the following Proposition:

18



Proposition 4 At the optimum, Cy/Y; = 1 —af for all t and the optimal (per-unit) tax on
emission is given by (11). The optimum path of energy use satisfies (22) and

R
— 1-p
EQVt = Et Eat

__P
_ 1—p
Es,t = Et €3¢

where €9y and €3, are time-varying and given by

1
_ VKJzAtho,t v
ot = =
1— o — I/+A§A2¢N07t

1
[ vK3A34Noy\ 7
83t p— - .

l—a—v

Here, Ny, is labor used in the final sector. This quantity is near one in quantitative
applications—since coal production accounts for a very small part of GDP. The es can
also be expressed in terms of exogenous variables and F; and thus the model can be very
easily simulated.

4 Quantitative analysis

We first discuss the calibration and then turn to the results.

4.1 Benchmark calibration

We take each period to be 10 years. Since we can base our analysis on the derived closed-
form optimal-tax expression, for our calculation of the marginal externality cost of emissions
we only need to calibrate three sets of parameters: those involving the damage function (v
and its stochastic nature), the depreciation structure for carbon in the atmosphere (the ¢s),
and the discount factor. Thus, the remaining calibration—of the precise sources of energy,
technology growth, etc.—is only relevant for the generation of specific paths of output,
temperature, energy use, and so on or for discussion of robustness of the benchmark results.

4.1.1 Preferences and technology

We use the assumptions in Section 3: logarithmic preferences, Cobb-Douglas final-goods
production, and full depreciation. Logarithmic utility is commonly used in the growth liter-
ature. In business-cycle models, curvatures are sometimes assumed to be higher, but with
as long a time period as ten years it is reasonable to have lower curvature, since presum-
ably consumption smoothing can be accomplished more easily then. A depreciation rate of
100% is too high, even for a 10-year period. However, for somewhat lower depreciation rates
and some implied movements in saving rates, the optimal tax formula where saving rates
are constant will still be a good approximation. Cobb-Douglas production is perhaps the
weakest assumption. Though it has been widely used and defended, in particular in papers
by Stiglitz (1974) and Dasgupta and Heal (1974), Hassler, Krusell, and Olovsson (2012)
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argue that, at least on shorter horizons, it does not represent a good way of modeling energy
demand. In particular, a much lower input elasticity is called for if one wants to explain
the joint shorter- to medium-run movements of input prices and input shares over the last
half a century. However, on a longer horizon, Cobb-Douglas is perhaps a more reasonable
assumption, as input shares do not appear to trend.!® Finally, as for the discount rate, we
do not aim to take a stand here but report results for a range of values.

We use standard values for a and v given by 0.3 and 0.04, respectively. When we report
the optimal tax rate, we do it as a function of the discount rate. Thus, it is straightforward
to read off the implications of a much smaller value, such as Stern’s choice of a discount rate
of 0.1% per year or that used by Nordhaus which is 1.5% per year.

4.1.2 The carbon cycle

The carbon emitted into the atmosphere by burning fossil fuel enters the global carbon
circulation system, where carbon is exchanged between various reservoirs such as the atmo-
sphere, the terrestrial biosphere, and different layers of the ocean. When analyzing climate
change driven by the greenhouse effect, the concentration of CO, in the atmosphere is the
key climate driver. We therefore need to specify how emissions affect the atmospheric CO4
concentration over time. A seemingly natural way of doing this would be to set up a sys-
tem of linear difference equations in the amount of carbon in each reservoir. This approach
is taken by Nordhaus (2008) and Nordhaus and Boyer (2000), where three reservoirs are
specified: 7. the atmosphere, 7. the biosphere/upper layers of the ocean, and #i. the deep
oceans. The parameters are then calibrated so that the two first reservoirs are quite quickly
mixed in a partial equilibrium. Biomass production reacts positively to more atmospheric
carbon and the exchange between the surface water of the oceans and the atmosphere also
reach a partial equilibrium quickly. The exchange with the third reservoir is, however, much
slower: only a few percent of the excess carbon in the first two reservoirs trickles down to
the deep oceans every decade.

An important property of such a linear system is that the steady-state shares of carbon
in the different reservoirs are independent of the aggregate stock of carbon. The stock of
carbon in the deep oceans is very large compared to the amount in the atmosphere and also
relative to the total amount of fossil fuel yet to be extracted. This means that of every unit
of carbon emitted now only a very small fraction will eventually end up in the atmosphere.
Thus, the linear model predicts that even heavy use of fossil fuel will not lead to high rates
of atmospheric CO, concentration in the long run.

The linear model sketched above abstracts from important mechanisms. The most im-
portant one regards the exchange of carbon with the deep oceans; this, arguably, is the most
important problem with the linear specification just discussed (see, Archer, 2005, and Archer
et al., 2009). The problem is due to the Revelle buffer factor (Revelle and Suess, 1957): as

6 Hassler, Krusell, and Olovsson (2012) also show that if technology is modeled as endogenous and poten-
tially directed to specific factors, like energy or capital/labor, shares will settle down to robust intermediate
values—and thus have the Cobb-Douglas feature—even if the input substitution elasticities are as low as
Z€ro.
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COs is accumulated in the oceans the water is acidified, which in turn limits the capacity of
the oceans to absorb more CO4. This can reduce the effective “size” of the oceans as carbon
reservoirs dramatically. Very slowly, the acidity will then eventually decrease, and the pre-
industrial equilibrium can be restored. This process is so slow, however, that we can ignore
it in economic models. For our purposes, as shown above, what is key is the rate of depre-
ciation of the atmospheric carbon concentration in excess of the pre-industrial level. Thus,
rather than develop a nonlinear version of Nordhaus’s three-reservoir system, we just make
direct assumptions on these depreciation rates, which we allow to change over time. From
our perspective, thus, a simple, yet reasonable, representation of the carbon cycle is therefore
that we describe in equation (6), where (i) a share ¢, of carbon emitted into the atmosphere
stays there forever; (ii) another share, 1 — ¢, of the remainder exits the atmosphere into the
biosphere and the surface oceans within a decade; and (iii) a remaining part, (1 — ¢.) ¥,
decays (slowly) at a geometric rate ¢. Thus, like Nordhaus, we use a linear specification,
but one with a different interpretation and that implies qualitatively different dynamics. We
show below that our formulation also has quantitative properties that are rather different. In
fact, our formulation leads to significantly larger effects of human emissions on the climate.

Our three-parameter formula amounts to 1 — ds = ¢, + (1 — ¢;)pee®, where 1 — dj
denotes the total fraction of a unit emitted at time O that is left in the atmosphere at time
s. We calibrate ¢;, ¢,, and ¢ as follows. We set ¢; to 0.2, according to the estimate
in the 2007 IPCC report that about 20% any emission pulse will stay in the atmosphere
for thousands of years.!'” According to Archer (2005), furthermore, the excess carbon that
does not stay in the atmosphere “forever” has a mean lifetime of about 300 years. Thus,
we impose (1 — )3 = 0.5, yielding ¢ = 0.0228. Third, again according to the 2007 IPCC
report, about half of the CO, pulse to the atmosphere is removed after a time scale of 30
years. This implies ds = 0.5 in our formula, and 1 — % = 0.2 4 0.8,(1 — 0.0228)? thus gives
v = 0.393.

Finally, we need to provide an initial condition for carbon concentration. Our process
is equivalent to a recursive vector representation where S; denotes carbon that remains in
the atmosphere forever and Sy carbon that depreciates at rate ¢. These assumptions imply
that Sy, = S1, 1 + ¢ B/ and that Sp; = Sa, 1 + @o(1 — @) El, with S, = Sy, + Sy, We
calibrate so that time-0 (i.e., year-2000) carbon equals 802, with the division S; = 684 and
Sy =118.18

4.1.3 The damage function

We use an exponential damage function specified in Section 2.2.2 to approximate the current
state-of-the-art damage function which is given in Nordhaus (2007). Our damage function
has carbon concentration, S, as its argument, whereas other models of course express dam-
ages as a function of a climate indicator, such as global temperature. This mapping is
typically modeled as convex. Our taking S as an input should be viewed as a composition

17 Archer (2005) estimates an even higher fraction: 0.25.
BNote that S; here includes both the pre-industrial stock of 581 plus 20% of the accumulation emissions
since then.
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of the typical damage function, with temperature as an argument, and another function
mapping carbon concentration into temperature. Typical approximations used in climate
science makes the latter mapping concave—indeed logarithmic—so it is not clear whether
the overall function mapping S into damages should be convex or concave. We chose the
exponential form because it turns out to be a very good approximation of the composition
of the two mappings used by Nordhaus and many others. Nordhaus’s damage function of
global temperature is specified as

1

]-_DN(E) - 1""02,1127
where T is the mean global increase in temperature above the pre-industrial level, with
0, = 0.0028388. The damage function Dy is, due to the square of temperature in the
denominator, convex for a range of values up to some high temperature after which it is
concave (naturally, since it is bounded above by 1).

Turning to the mapping from S to T, the standard assumption in the literature (say, as
used in RICE) is to let the steady-state global mean temperature be a logarithmic function
of the stock of atmospheric carbon:

Ty =T(S;) =Aln (%) /1n2, (25)
where S = 581 GtC (gigaton of carbon) is the pre-industrial atmospheric CO, concentration.
A standard value for the climate sensitivity parameter A\ here is 3.0 degrees Celsius. That
means that a doubling of the stock of atmospheric carbon leads to a 3-degree Celsius increase
in the global mean temperature. As noted above, there is substantial discussion and, perhaps
more importantly, uncertainty, about this parameter, among other things due to imperfect
understanding of feedback effects. Therefore, it is important to allow uncertainty, as we do
in this paper.

In Figure 1, we show the composition of the S-to-7T" and T-to-net-of-damages mappings,
ie., 1 — D(T(S), as calibrated by Nordhaus (dashed) together with the net-of-damages
function assumed in our analysis (solid): an exponential function with parameter ~, =
5.3 x 1075, The range of the x axis is from 600 GtC, which corresponds to pre-industrial
levels, to 3,000 GtC, which corresponds to the case when most of predicted stocks of fossil
fuel are burned over a fairly short period of time.!® The composition implied by Nordhaus’s
formulation is first concave, then convex; our function is approximately linear over this range.
Overall, two curves are quite close and we thus conclude that our exponential approximation
is rather reasonable.

DFor a discussion of the estimates of the total stocks, see Section 4.1.4 below.
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Figure 1. Net-of-damages function 1 — D (7" (S)); Nordhaus (dashed) and exponential (solid)

To incorporate uncertainty into our analysis is straightforward. Many structures are
possible; we simply assume that until some random future date there is uncertainty regarding
the long-run value of . At that date, all uncertainty is resolved and it turns out that ~ will
either be equal to v or to v*, with v > ~%. The ex—ante probability of the high value
is denoted p. Furthermore, we also assume that until the long-run value of v is learned, the
current value 7, will equal py + (1 — p) 7t = 7.2

What are the sources of the specific damage parameters? When calibrating the damage
function, Nordhaus (2000) uses a bottom-up approach by collecting a large number of studies
on various effects of global warming. Some of these are positive, i.e., warming is beneficial,
but most are negative. By adding these estimates up he arrives at an estimate that a 2.5-
degree Celsius heating yields a global (output-weighted) loss of 0.48% of GDP.?! Furthermore,
he argues, based on survey evidence, that with a probability of 6.8% the damages from
heating of 6 degrees Celsius are catastrophically large, defined as a loss of 30% of GDP.
Nordhaus, moreover, calculates the willingness to pay for such a risk and adds it to the
damage function. Here, because our analysis allows uncertainty, we can proceed slightly
differently. We thus directly use Nordhaus’s numbers to calibrate 4 and ~*. Specifically,
we use the 0.48% loss at 3 degrees heating to calibrate v* (moderate damages) and the 30%
loss at 6 degrees to calibrate v# (catastrophic damages). Using (25) we find that a 2.5- and
a 6-degree heating occurs if S; equals 1,035 and 2,324, respectively. We thus calibrate v~ to

solve
o—7H(1L035-581) _ () 9959

20Pizer (1998) is an early study using uncertainty; Kelly and Kolstad (1999) also study Bayesian learning.

21Reduced-form estimates, e.g. those in Mendelsohn and Nordhaus (1994) exploiting interregional differ-
ences using cross-sectional data on temperatures and output from countries and regions within countries,
suggest damages that are higher but of the same order of magnitude. The regression coefficient on the
“distance-from-equator” variable in Hall-Jones productivity regressions is a relative of the Mendelsohn-
Nordhaus study.
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and v¥ to solve
e—’yH(2,324—581) —0.70

yielding v% = 1.060 x 107% and v = 2.046 x 10~%. Using p = 0.068, we calculate an ex-ante
(current) damage cost 7 of 2.379 x 1075.

4.1.4 Energy

For the elasticity of substitution between the three sources of energy, we use a metastudy
(Stern, 2012) of 47 studies of interfuel substitution. The unweighted mean of the oil-coal,
oil-electricity and coal-electricity elasticities is 0.95. The elasticity in what Stern defines
as long-run dynamic elasticities is 0.72. These elasticities imply p = —0.058 and —0.390,
respectively. We use the former as a benchmark value. In addition, we will study a much
higher elasticity, by setting p = 0.5, implying an elasticity of 2.

Another key parameter is the size of the oil reserve. BP (2010) reports that proven global
reserves of oil amount to 181.7 gigaton. However, these figures only aggregate reserves that
are economically profitable to extract at current economic and technical conditions. Thus,
they are not aimed at measuring the total resource base taking into account in particular
technical progress, and they do not take into account the chance that new profitable oil
reserves will be discovered. Rogner (1997) instead estimates global reserves taking into
account technical progress, ending up at an estimate of over 5,000 gigaton of oil equivalents.??
Of this, around 16% is oil, i.e., 800 gigaton. We take as a benchmark that the existing stock
of oil is 300 gigaton, i.e., somewhere well within the range of these two estimates.

To express fossil fuel in units of carbon content, we set the carbon content in crude oil
to 846KgC/ton oil. For coal, we set it to the carbon content of anthracite at 716KgC/ton
coal.?

We have assumed that there scarcity rent for coal is negligible. This appears reasonable
because, as noted, the reserves of coal are very large compared to those for oil. Rogner’s
(1997) estimates that the coal supply is enough for several hundreds of years of consumption
at current levels.

To calibrate the value k; and ko we then use relative prices of oil to coal and oil to
renewable energy, given by

k1 [ B ot K1 Eyy r

) <E2t> and (1 — R1 — ff2) <E3t> 7 (26)
respectively. We use the average price of Brent oil over the period 2005-2009 , which was
$70 per barrel (BP 2010). One barrel is 7.33 metric tons. Using the carbon content of 84.6%,
the oil price per ton of carbon is $606.5. The 5-year average of coal price between 2005 and
2009 is $74/ton. Using the carbon content of 71.6%, we obtain a price of $103.35 per ton of
carbon.?*?> Thus, the relative price of oil and coal in units of carbon content is 5.87.

22The difference in energy content between natural gas, oil, and various grades of coal is accounted for by
expressing quantities in oil equivalents.

ZBIPCC (2006), table 1.2-1.3.

24The numbers refer to U.S. Central Appalachian coal. Source: BP (2010).

25The 10-year average over 2000-2009 is $58.8 per ton.

24



It is a little more difficult to find a representative price of renewables since this is a
quite heterogeneous source of energy. We, however, take unity as a reasonable value of the
current relative price between green energy and oil. Finally we, use data on global energy
consumption from IEA (2010).%5. Using these numbers and the benchmark value p = —0.058
in the expressions for the relative prices in (26) gives k; = 0.5008, and ks = 0.08916.

The parameter A,;, which determines the cost of extracting coal, is calibrated to an
average extraction cost of $43 per ton of coal (as reported by IEA, 2010, page 212). Thus,
a ton of carbon costs $43/0.716, since the carbon content of coal is 0.716. In the model, the
cost of extracting a ton of carbon in the form of coal is given byﬁ, where w; is the wage.
We normalize the total labor supply to unity. The current shares of world labor used in
coal extraction and green energy production is very close to zero. Using the approximation
that it is literally zero, the wage is given by w; = (1 — a — v) ¥;.2" Using a world GDP of
$700 trillion per decade, we thus have the cost of a gigaton of carbon (our model unit) as
wi/Asy = (1 — a — v) Y;/As,, which becomes 43-10°/0.716 = 0.66-700-10'2 /A5 9. This yields

Ay =7,693. Thus, to extract one gigaton of carbon in the form of coal, a share ﬁ of the
labor supply of a decade is needed. The calibration of Az is derived by noting that As /A
is equal to relative price between coal and green energy, implying As, = 7,693/5.87 = 1,311
since the we calibrate the prices of oil and green to be equal and the relative price of oil in
terms of coal to be 5.87.

We finally assume that there is growth in both extraction efficiency and the efficiency of

green technologies so that Ay, and As; both grow at a rate of 2% per year.?®
Calibration summary
p oL | P a v E p 7 o
0.0228 0.2 [0.393| 0.3 0.04 | 0.9859 | —0.058 | 2.046 x 10~* | 1.060 x 10~°
50(51,0) p Ry K1 Ra Az,o A3,o % AZ’—?
802 (684) | 0.068 | 253.8 | 0.5008 | 0.08916 | 7,693 | 1,311 1.0210 1.021°

4.2 Results

We now show the implications of our calibrated model, beginning with the marginal exter-
nality damage of emissions.

26pPrimary global energy demand in 2008 was 3.315 Gtoe (gigaton of oil equivalents) of coal, 4.059 of oil,
2.596 of gas, and 0.712 4+ 0.276 4+ 1.314 = 2.302 of nuclear, hydro, and biomass/waste/other renewables.
Using the IPCC tables quoted above, we find that the ratio of energy per ton between oil and anthracite
is % = 1.58, so one ton of oil equivalents is 1.58 tons of coal. We express the amount of oil and coal in
carbon units by multiplying by the carbon contents 84.6 and 71.6%, respectively. Source: IEA (2010).

2"This is thus a slight overestimate as labor used in the production of final output in the model is not one;
it is a little over 0.97.

28The stated assumptions do not imply that coal use goes to zero; hence, coal would have scarcity value.
If, however, a competitive close and renewable substitute for coal is invented over the next couple of hundred
years, coal will have zero scarcity value. Such a scenario seems rather likely, and we prefer it over one where

coal is exhausted and has a positive scarcity rent.
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4.2.1 The marginal externality damage and the optimal tax

Recall that the marginal externality damage of emissions—or, alternatively, the optimal tax
on emissions—is characterized by Proposition 1. This tax depends only on the parameters
B, 7, and the ¢'s. We calculate the optimal taxes both before and after we have learnt the
long-run value of 7. We use (12) and express the tax per ton of emitted carbon at a yearly
global output of 70 trillion dollars. In Figure 2, we plot the three tax rates against the yearly
subjective discount rate.
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Figure 2. Optimal tax rates in current dollars per ton of
of emitted fossil carbon vs. yearly subjective discount rate

To relate our optimal tax to available estimates, consider the much-discussed policy
proposals in Nordhaus (2000) and in the Stern report (Stern, 2007). These proposals amount
to a tax of $30 and $250 dollar per ton coal, respectively. A key difference between the two
proposals is that they use very different subjective discount rates. Nordhaus uses a rate of
1.5% per year, mostly based on market measures. Stern, who adds a “moral” concern for
future generations, uses the much lower rate of 0.1% per year. In Figure 2, the solid line
is the ex-ante tax before the uncertainty is realized and the upper and lower dashed lines
are, respectively, the optimal taxes for the high and low values of damages after the true
value of damages is known. For these two values of the discount rate, the optimal taxes
using our analysis are $56.9/ton and $496/ton, respectively. Thus, our calculations suggest
a significantly larger optimal tax than computed in both these studies. This difference is due
to a number of factors. One is that our depreciation structure for carbon in the atmosphere,
as calibrated, implies that more carbon stays, and stays longer, in the atmosphere. Other
factors include different utility-function curvatures and different temperature dynamics; we
discuss all of these in detail in Section 4.2.3. Furthermore, we see that the consequences of
learning are dramatic. With a discount rate of 1.5%, the optimal tax rate if damages turns
out to be moderate is $25.3/ton but $489/ton if damages turn out catastrophic. For the low
discount rate, the corresponding values are $221/ton and a whopping $4,263/ton.

It should be noted that the large difference in the assumed discounting between Nordhaus
and Stern has implications for other aspects of the model too. If, in particular, one uses
Stern’s discount rate, then it follows that the laissez-faire equilibrium generates too little
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saving (and too high a market interest rate), calling for subsidies to saving as well. Stern’s
view is not necessarily that capital accumulation is too low, but it is challenging to provide
a theoretically consistent model where different discounting should be applied to different
forward-looking decisions. One such model is that in Sterner and Persson (2008), who model
the demand for environmental goods explicitly. They assume a non-homotheticity in utility,
leading to trend growth in relative prices and implications for discounting that potentially
can justify Stern’s position.

Does our analysis have implications for whether one (i.e., a global union of countries)
should use taxes or quantities—cap and trade—for attaining the full optimum? In the model
discussed, so long as there is no restriction either on tax rates or on quantity limits (they
need to be allowed to vary over time and across states of nature), there is in principle no
difference between tax and quantity measures. At the same time, our model reveals a new
argument for taxes: the optimal tax formula does not, as long as the assumptions allowing
us to derive it are met, require any specific knowledge about available stocks of fossil fuel,
technology or population growth rates, or more generally about anything beyond the three
sets of parameters in the formula. Quantity restrictions, on the other hand, demand much
more knowledge; in fact, they require knowledge of all the remaining aspects of the model.
As we shall see below, it is not difficult to generate quantity paths once these assumptions
are made, but there is significant uncertainty about both the total current (and yet-to-be-
discovered) stocks as well as technological developments that one would need to worry greatly
about possible quantity misjudgments.

4.2.2 Implications for the future: climate, damages, and output

Given the assumptions made in Section 4.1.4 about fossil fuel reserves, in addition to the
assumptions underlying the optimal tax rates, we can now generate quantity paths—optimal
and suboptimal ones—for the different energy sources and thus also for climate and damages.
Solving the model is very easy due to the fact that the saving rate is constant and that the
law of motion for energy use can be easily simulated with a guess only on initial energy use.
The results reported refer to the case where the damage parameter v remains at its expected
level throughout time (significant adjustments of course apply in the two cases of a much
higher, or a much lower, value of 7).

The use of fossil fuel in the optimal allocation and in laissez faire are depicted in Figure
3. The model’s prediction of current fossil use under laissez faire are close to actual use.
For coal the model predicts a yearly use of 4.0 GtC, compared to actual value of 3.8 GtC
for 2008. For oil, the model predicts a use of 3.6 GtC which also is quite close to the actual
value of 3.4 GtC.

Comparing the two outcomes, we find that optimal policy leads to a much smaller use of
fossil fuel. The no-tax market economy would have a continuous increase in fossil fuel use,
whereas optimal taxation would imply an almost flat consumption profile.
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Figure 3. Fossil fuel use: optimum vs. laissez faire

An notable feature of our results is that the difference between the two paths for fossil
fuel is almost entirely driven by differences in coal use. In Figures 4 and 5, we plot coal use
and oil use in the optimal versus the laissez-faire allocations. Although the carbon tax is
the same for oil and coal, its effects are very different. Coal grows quickly in the laissez-
faire allocation but very slowly if optimal taxes are introduced: the tax reduces coal use
immediately by 46% and a hundred years from now, the laissez-faire coal use is seven times
higher than optimally. The two curves for oil, on the other hand, are very close to each
other: they never differ by more than about 6%. The optimal and laissez-faire paths for
green energy are even more similar, since they are not affected by taxes in any of the regimes
(the difference is never larger than 1%).
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Figure 4. Coal use: optimum vs. laissez faire
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Figure 5. Oil use: optimum vs. laissez faire

The paths for total damages are plotted in Figure 6 below. There are significant, though
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not enormous, gains from raising taxes to the optimal level. The gains in the short run
are small, but grow over time. One hundred years from now, damages are at 2.2% of GDP
in the laissez-faire regime rather 1.1% in the optimal allocation. At the end of simulation
period (2200), damages in laissez faire have grown to over 9% while they are only 1.4% in
the optimal allocation.
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Figure 6. Total damages as a percent of GDP: optimum vs. laissez faire

Similarly, by using the relation between carbon concentration in the atmosphere and the
temperature—using the functional forms above where 1" depends logarithmically on S—we
can also compute the climate outcomes under the optimal and the market allocations. The
results are summarized in Figure 7 below. Under laissez faire, temperatures will have in-
creased by 4.2 degrees Celsius a hundred years from now while the optimal use of fossil fuels
leads to a heating of 2.5 degrees, i.e., about half. At the end of the simulation period, the
climate on earth is 9 degrees Celsius warmer without policy intervention while the optimal
tax limits heating to 3 degrees. Note, however, that these temperature increases are mea-
sured relative to the pre-industrial climate; relative to the model’s prediction for the current
temperature, the increases are about one and a half degrees smaller. 2°
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Figure 7. Increases in global temperature: optimum vs. laissez faire

Finally, we show the evolution of relative (net-of-damage) production of final-good output
(GDP) in Figure 8 below. The optimal allocation involves negligible short-run losses in GDP.
Output net of damages in the optimal allocation exceeds that in laissez faire already from
2020. To understand this finding, recall (i) that using less coal implies less labor used in coal

29Gtandard models of climate change tend to over-predict the heating relative to current temperatures.
Our model over-predicts the current temperature by around one degree Celsius. A common explanation for
this is that anthropogenic aerosols lead to a cooling effect, temporarily masking the full impact of greenhouse
gases (see, Schwartz et al., 2010).
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energy production and (ii) that oil consumption is not much affected by the optimal tax.
After a hundred years, GDP net of damages is 2.2% higher in the optimal allocation and in
year 2200, the difference is 13%.
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Figure 8. Net output: optimum vs. laissez faire

It is important to reiterate that the paths estimated above assume constant damage
coefficients equalling the appropriate expected values calibrated above. Clearly, to the extent
damages are much higher (for example because feedback effects turn out stronger than
expected), the above paths would need to be adjusted upward (and a similar adjustment
downward is of course possible too). Similarly, the effects of adopting Stern’s proposed
discount factor instead of Nordhaus’s would also be major in terms of the difference between
the optimum and the laissez-faire outcomes.

4.2.3 Robustness

We now discuss how our results are affected by changes in the benchmark model. We focus
first on the formula for the optimal tax, which we argue is quite robust to a number of
generalizations of our benchmark formulation. We then turn to the results on the future
path of quantities, including the path for climate.

Suppose, first, that the utility function is in the more general power-function class (i.e.,
constant relative risk aversion and constant elasticity of intertemporal substitution). In par-
ticular, consider the version of equation (11), with saving rates inserted, when the coefficient
of relative risk aversion is o:

s . 1-s
A :Etzﬂjl_—st;%ﬂ'(l —dy), (27)
=0

with

With the other assumptions maintained, there are two key implications of higher curvature
to consider: (i) different de-facto discounting, as given by f3;, since marginal utility will
shrink at a rate that is not equal to the rate of consumption growth; and (ii) transitional
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dynamics in the saving rate.?® If there is consumption growth and more than logarithmic
curvature, discounting goes up, making for smaller externalities of current emissions. Re-
garding movements in the saving rate, more or less than logarithmic curvature will imply
transitional dynamics, as will a departure from the assumption of 100% depreciation. The
direction of the change depends on whether initial capital is above or below the balanced
growth path. Most developed countries, making up the bulk of global output, are arguably
close to a balanced path, whereas the less developed part of the world are likely below it.3!
Because the latter have a small weight, one might expect only very slight movements in
saving rates for the world as a whole and, as a result, the marginal externality damage is
not likely to be much different through the saving-rate channel.

Second, looking at conditions on technology under which saving rates would not be
constant, suppose the production function is not Cobb-Douglas between energy and the
other factors (capital and labor). Less than unitary input substitutability here does appear
realistic. As illustrated in Hassler, Krusell, and Olovsson (2012), on a medium to high
frequency, the share of fossil fuel in costs is highly correlated with its price (but there
does not appear to be a long-run trend in the share). How much saving-rate movements
would be implied by such a setting? Consider extreme complementarity within the class of
constant substitution elasticity: output is Leontief in AK*N'~® and ApE.3? Again, there
is a balanced growth path (whose properties depend on how fast A and Ap grow), and
the question is how saving rates vary during the transition. Here, it appears reasonable to
assume that K (or A, relative to Ag) is low initially, as this will deliver increasing energy
use over time, something which we have observed over a long period of time.?* This implies
high initial saving rates. Hassler, Krusell, and Olovsson (2012) solve such a model and
the implied transition dynamics are rather quick. Thus, an extension even to the extreme
Leontief formulation is unlikely to give very different optimal-taxation results than implied
by the formula based on constant saving rates.

Different assumptions regarding the extraction of fossil fuels, or energy production more
generally, can also lead to time-varying saving rates. However, since the share of fossil fuel
is less than 5% of total output, extensions in this direction will only change the optimal-
taxation results marginally.

What are the consequences of different formulations of how/where the damages occur?
Here, one can imagine a variety of alternative formulations, and speculating about all of these
goes beyond the scope of the present analysis. One formulation that is commonly considered
(say, in van der Ploeg and Withagen, 2010), is an additive damage in utility: U(C,S) =
log C'— V(S). Under this assumption, the marginal externality damage of emissions would

30Through these effects, the remaining elements of the calibration (technology growth, etc.) re-enter and
affect the marginal externality damage.

31See Acemoglu (2009) or Jones (2002) for a discussion.

32Two technology factors are now relevant; in the Cobb-Douglas case, they factorize into one.

33Calibrated to data on extraction costs, a model with unitary elasticity robustly implies energy use that
is declining over time.
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and thus the computation of the damage would require knowing the implications for the
future path of carbon in the atmosphere S;.;, something which is not required with our
formulation. Under the assumption that V' is linear, however, the formula would again be in
closed form as a function of deep parameters only (except for the appearance of the initial,
endogenous saving rate). Linearity is arguably not too extreme a simplification, since the
composition of a concave S-to-temperature mapping with a convex temperature-to-damage
function may be close to linear. Other utility-function generalizations, such as that by
Sterner and Persson (2008) discussed above, would change our formula more fundamentally.

Allowing technologies for carbon capture is straightforward. If such technologies are used
at the source of emissions, the tax rate should apply to emissions rather than fossil fuel use.
The fact that the tax rate reflects the social cost of emission implies that it also reflects
the social value of removing CO, from the atmosphere. Capturing CO, directly from the
atmosphere should thus be subsidized at the rate of the optimal tax rate.

More broadly, the model here regards the world as one region. Realistically, one would
want to have a model which aggregates explicitly over regions. Will such a model feature an
aggregation theorem, allowing a one-region representation? Different contributions to the
macroeconomic literature on inequality—between consumers and between firms—suggest
that whereas there will not be exact aggregation, at least if intertemporal and insurance
markets are operating with some frictions, there may well be approximate aggregation; see
Krusell and Smith (1998, 2006), Angeletos and Calvet (2006), Angeletos (2007), and Covas
(2006). However, to our knowledge, there are no calibrated medium- to long-run models of
the world economy in the literature, and the extent to which approximate aggregation would
hold in such a model is an open question.

We now turn to the robustness of the results on quantities: how would our predictions for
output, the temperature, energy use, and so on change if one considered the generalizations
just discussed? These predictions are much more sensitive to our assumptions. First, unlike
our basic tax formula, they require knowledge of how all variables in the model develop: all
exogenous parameters matter. For example, what happens to energy use over time depends
critically on the details of how the supply of energy is modeled, fossil fuel-based and other,
including any technological change that would influence it. In particular, the elasticity of
substitution between the different sources of energy is important. We illustrate this by
considering a much higher elasticity. In the benchmark, the elasticity is 0.95. Let us instead
consider an elasticity of 2. In this case, the introduction of a carbon tax is much more
urgent since the difference between coal use in laissez faire and in the optimal allocation is
rather dramatic. One hundred years from now, coal use in laissez faire will have increased
by almost a factor of 20 relative to today. In the optimal allocation, in contrast, coal use will
always be lower than it is today. In the optimal allocation, moreover, output net of damages
in 2110 are 4.8% higher in the optimal allocation. After 200 years, the difference is 40%. In
fact, with a high elasticity, the optimal policy implies that the temperature starts to decline
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in the middle of the next century by making fossil fuel use negligible.?

The intuition for the sensitivity of the results to the elasticity of substitution can be
understood as follows. If energy sources are highly substitutable, coal can easily substitute
for oil which makes the laissez-faire allocation involve significant coal use. On the other
hand, the optimal tax (which is independent of the elasticity) has a much stronger impact
on the allocation when energy sources are highly substitutable. Thus, the social gains from
introducing the optimal tax—or the costs of failing not doing so—are much larger in the
case of high substitutability. Our results here are in line with Acemoglu et al. (2012), who
use a high degree of substitutability between clean and dirty energy. There, if one of the
sources is more effective at energy production, it will dominate the market.

Before concluding, let us relate our results to the state-of-the art analysis conducted by
Nordhaus (2007).3° In particular, we will compare to his calculation of the optimal CO, tax.3¢
Nordhaus reports an optimal tax of $27 for 2005 that should rise to $42 in 2015. Nordhaus
uses a subjective discount rate of 1.5% per year at which our tax formula yields a tax rate
of $56 dollars. However, we should note that Nordhaus uses a utility function with higher
curvature (an elasticity of intertemporal substitution of %) He calibrates the subjective
discount rate to yield a net return of capital of 5.5%. For logarithmic utility, which we use,
he reports that the subjective discount rate should be 3% to match the 5.5% capital return
with only negligible effects on the optimal tax rate. Thus, taking into account the difference
in utility functions used in our studies, it is perhaps more reasonable to make comparisons
if we adopted a subjective discounting of 3%. For this discount rate, our formula yields $32,
which brings the two sets of results even closer together. However, a closer inspection implies
that there are a number of countervailing effects behind this similarity.

First, we deal with uncertainty in different ways. Nordhaus uses a “certainty-equivalent
damage function”, i.e., he optimizes under certainty. If we use the same approach, and
calibrate our exponential damage function to match Nordhaus’s damage function directly,
our optimal tax rates are higher by more than a factor of two.

Second, there are important differences in the modeling of the carbon cycle. Specifically,

34With a high elasticity, assumptions about the technology trends also become more critical.

35A review of the many, rather comprehensive, studies with various degrees of integration between the
climate and the economy is beyond the scope here; many of these are extremely detailed and realistic in their
focus than our present analysis. The paper by Leach (2007) is a particularly close relative of the current
work—a numerically solved DGE model in the spirit of DICE. Weyant (1996) gives a detailed assessment and
Weyant (2000) summarizes the main commonalities and differences behind the most widely used models. A
more recent comprehensive analysis (Clarke et al., 2009) is an overview of the EMF 22 International Scenarios
of the ten leading integrated assessment models used to analyze the climate actions proposed in the current
international negotiations. Specifically, they discuss the impact on the climate and the costs of the three
policy initiatives: (1) the long-term climate target, (2) whether or not this target can be temporarily overshot
prior to 2100; (3) and assessment of such impacts depending on when various regions would participate in
emissions mitigation. For the US economy, Jorgenson et al. (2008) examine the effect on the U.S. economy
of predicted impacts in key market activities using a computable general equilibrium model with multiple
sectors. McKibbin and Wilcoxen (1999) is another important multi-country, multi-sector intertemporal
general-equilibrium model that has been used for a variety of policy analyses.

36Details of this comparison are available upon request.
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while we assume that almost half of the emissions are absorbed by the biosphere and the
upper layers of the ocean within 10 years, Nordhaus assumes away such a within-period
absorbtion completely. Using Nordhaus’s carbon cycle would again lead to higher tax rates
in our model; how much would depend on the subjective discount rate (at 3% discounting,
we would need to adjust tax rates upward by a factor of 1.5).

Nordhaus, finally, uses a more complicated climate model, where, in particular, the ocean
creates a drag on the temperature; in contrast, we assume an immediate impact of the COq
concentration on temperature.3” Of course, this biases our estimate upwards, and more so
the larger is the discount rate. It can be shown that by adjusting our carbon depreciation
structure dy in a very simple way, we can approximate the temperature response of COq
emissions in a way that follows those Nordhaus assumes rather precisely. By doing so,
we take into account the differences in assumptions on the carbon cycle as well as on the
dynamic temperature effects of emissions. A good fit is achieved by lagging the response by
one period (setting dy = 1) and then multiplying 1 — dg by % for all s. Using this adjusted
depreciation structure in combination with a damage function that approximates the one
used by Nordhaus, we obtain an optimal tax of $37.6, which is almost identical to the one
calculated by Nordhaus.

Although our model is non-linear, it does not incorporate so-called threshold effects or
“tipping points”. These refer to literal discontinuities (or very strong non-linearities) in
some of the model relationships, implying sharply changing local dynamics and steady-
state multiplicity. For example, it has been argued that if the global temperature rises
enough, it could trigger a large amount of “new” additional greenhouse gas emissions, such
as leakage from methane reservoirs near the surface of the arctic tundra. In our model, this
kind of non-linearity could appear in the damage function: as the elasticity v depending
explicitly on atmospheric carbon S. As we showed above, Nordhaus’s damage function
mapping S to damages—which we approximate rather closely—does have some convexity
but this convexity is weak and, for higher levels of S, turns into a concavity. The difficulty
of incorporating a non-convexity is not an analytical one. Non-convexities can be rather
straightforwardly analyzed using our setting, with some more reliance of numerical methods.
The real challenge is a quantitative one: at what levels of S does a nonlinearity appear, and
what is its nature, including its dynamics? A tipping point could also occur in the model of
carbon depreciation: if the carbon concentration (or equivalently, the temperature) becomes
sufficiently high, atmospheric carbon could become more long-lived. We follow Nordhaus,
however, in not explicitly incorporating strong non-linearities. There does not appear to be
anything near a consensus among scientists on these issues, let alone on the issue of whether
threshold effects are at all relevant. Therefore, Nordhaus’s approach seems reasonable at
the present level of scientific understanding of the links between the carbon cycle and the
climate. Finally, one must be reminded that several aspects of our model have elements

3TRecent work by Roe and Bauman (2011) show that it is important to take this drag effect into account
if the climate sensitivity (X in our analysis) is high, but much less so for more moderate values like the ones
we have used. When dealing with an uncertain climate sensitivity including very large but unlikely values,
this may be a relevant concern.
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that are often mentioned in the context of threshold effects; one is the fact that a significant
fraction of emissions stay forever in the atmosphere (a feature motivated by the acidification
of the oceans) and another is our explicit consideration of a probabilistic catastrophe scenario
(a very high 7).

5 Conclusions

In this paper we formulate a DSGE model of the world, treated as a uniform region inhabited
by a representative consumer dynasty, where there is a global externality from emitting
carbon dioxide, a by-product of using fossil fuel as an energy input into production. We
show that, under quite plausible assumptions, the model delivers a closed-form formula
for the marginal externality damage of emissions. Due to standard Pigou reasoning—if a
tax is introduced that makes the user internalize the externality, the outcome is optimal—
the formula also expresses the optimal tax on carbon emissions. We evaluate this formula
quantitatively and find results that are about twice the size of those put forth by Nordhaus
and Boyer (2000). The difference between our findings are due to a variety of differences
in assumption, e.g., the carbon depreciation structure. However, it is possible to arrive at
estimates that are very close to Nordhaus’s by making appropriate adjustments to carbon
depreciation rates, the discount rates, utility-function curvatures, and lags in temperature
dynamics. Stern (2007) arrives at much higher estimates; if we simply adjust our subjective
discount rate down to the level advocated in his report, we obtain an optimal tax rate that
is about twice the size of his.

Our estimate, for a discount rate of 1.5% per annum, is that the marginal externality
damage cost is a little under $60 per ton of carbon; for a discount rate of 0.1%, it is about
$500 per ton. We also argue that the optimal-tax computation relying on our closed form
is likely robust to a number of extensions. Put in terms of projections for future taxes, our
optimal-tax computation robustly implies a declining value-added tax on fossil energy use.®

To relate our estimates to actually implemented carbon taxes, consider Sweden, where the
tax on private consumption of carbon actually exceeds $600 per ton.?® Though industrial
carbon use is subsidized relative to private consumption in Sweden, these rates are very
high from a world-wide perspective. Whether they are also too high, even with Stern’s
discounting assumption and even if Swedish policymakers truly take the whole world’s utility
into account, because our high taxes may induce higher fossil-fuel use elsewhere (“carbon
leakage”) is an interesting issue. This issue, however, requires a more elaborate model for a
meaningful evaluation.

We may also relate our findings to the price of emission rights in the European Union
Emission Trading System, in operation since 2005 and covering large COy emitters in the
EU. After collapsing during the great recession of 2008-09, the price has hovered around 15
Euro per ton CO,, at an exchange rate of 1.4 dollar per Euro corresponding to US$77 per

381t should also be pointed out that we have in mind a tax on emissions; energy use based on clean energy
should not be taxed, and any negative emissions should be subsidized.

39In 2010, the tax was 1.05SEK per kilo of emitted COy (Swedish Tax Agency, 2010). A kilo of CO,
contains 0.27 kilos of carbon. Using an exchange rate of 6.30SEK/$, one obtains a tax of $617.28/tC.
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ton carbon.?®4! This price is more in line with the optimal tax rates we find for standard
discount rates.

Based on further assumptions about fossil fuel stocks and their extraction technologies
and about important sources of output growth, such as TFP growth, we then compute paths
for our key variables for a laissez-faire market economy and compare them to the optimal
outcome. In the optimal outcome, coal extraction is much lower than in laissez faire. The use
oil and green energy is, however, almost identical in the two allocations. The temperature
increase will therefore be much smaller if the optimal tax is introduced. Total damages
in laissez faire will rise over time and amount to over 2% of GDP a 100 years from now
and close to 10% in the year 2200. In the optimal allocation, in contrast, they grow only
slowly to reach 1.4% 200 years from now. These numbers all refer to an estimate of the
damage elasticity—how much an extra unit of COs in the atmosphere will decrease output
in percentage terms—that is the baseline considered in Nordhaus and Boyer (2000). It is well
known, however, that the damages may turn out to be much higher, either because a given
carbon concentration will influence temperatures more (see, e.g., Roe and Baker, 2007, or
Weitzman, 2009) or because the damages implied by any additional warming will be higher;
but, of course, they can be lower, too. These numbers, and our optimal-tax prescription,
should be revised up or down as more accurate measures of the damage elasticity become
available. Until then, it is optimal to keep it at our prescribed level.

As already mentioned, our tax formula has the very important feature that little about
the economy needs to be known to compute the tax rate: one neither needs information
about the precise sources of energy—fossil or not—nor about the future paths of population
growth and technical change (energy-specific or other). Quantity restrictions that would
implement the optimum, i.e., a “cap-and-trade” system, are equally good in principle: if
the entire model is known. That is, to compute optimal quantity restrictions, one would
critically need to know the many details that go into computing the endogenous variables
in our model, for example the available stocks of fossil fuels, their extraction costs, and
technological change in alternative energy technologies. Since our optimal-tax formula does
not depend on these assumptions, we believe to have uncovered an important advantage
of using taxes over using quantity restrictions. Other pros and cons of taxes and quantity
restrictions, we believe, remain.

It is also important to realize that our optimal-tax prescription holds whether or not
energy technology is provided endogenously. In terms of formal analysis, endogenous tech-
nology choice—not formally spelled out in this version of our paper—simply amounts to
more model equations and more first-order conditions, the outcome of which might influence
consumption and output, as well as what sources of energy are in use at different points in
time. But since none of these variables appear in our central formula, the formula remains
intact. An implication of this is that if taxes are set according to our formula, there is no a
priori need to subsidize alternative (“clean”) technology relative to other kinds of technol-

40The price of of EU emissions allowances can be found on the home page of the European Energy
Exchange, http://www.eex.com/.
4LA ton of CO5 contains 0.273 tons of carbon, implying a conversion factor of 0.2737! = 3.66.
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ogy, at least not from the perspective of climate change. Such subsidization—and a possible
Green Paradox (Sinn, 2008)—would of course be relevant policy issues if the optimal carbon
tax cannot be implemented for some reason. Moreover, it seems reasonable that technology
accumulation in general, and that for green technology in particular, ought to be subsidized,
since there are arguably important externalities associated with R&D. It is far from clear,
however, that there should be favorable treatment of green R&D in the presence of an opti-
mal carbon tax. An argument in favor of this has been proposed in important recent work:
Acemoglu et al. (2012) show that green-technology R&D should be favored even under an
optimal carbon tax; the reason is a built-in path dependence where reliance on fossil energy
eventually would lead to a disaster, motivating early efforts to switch to alternatives. We
conjecture that if the present model were to be enhanced with a choice between green and
fossil energy technologies, then it would be optimal to subsidize both, and rather symmet-
rically, given that an optimal carbon tax has been adopted.*? Of course, this is not to say
that it is feasible to implement the optimal tax: for this, worldwide agreement is needed. As
a general conclusion, no general insights are yet available here, and further research in this
area should be quite valuable.

Finally, it should be clear from our discussions of the model throughout the text that
many extensions to the present setting are desirable. One advantage of the simplicity /trac-
tability our model offers is precisely that extensions come at a low cost. Work in several
directions along the lines of the present setting is already in progress (see Krusell and Smith,
2009, for multi-regional modeling, Hassler, Krusell, and Olovsson, 2012, for some produc-
tivity accounting and an examination of endogenous technology, and Gars, Golosov, and
Tsyvinski, 2009, for a model with a back-stop technology).
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