3 Differential equations

3.1 Linear Differential Equations of First Order

A first order differential equation is an equation of the form

dx(t)
dt

i (t) = flx,t). (1)

As noted above, there will in general be a whole class of functions z(t; ¢)
(parameterized by c¢) that satisfies the differential equation (1). We need
more information, like an initial condition for x (ty) , to pin down the solution
exactly.

Result 10 Given that f is continuous and has continuous first derivatives,
there is going to be a one function xz(t) that satisfies (1) and an initial con-
dition.

3.1.1 The simplest case

If f is independent of x, the solution is trivial. Then since

i(t)=f(t), (2)

the class of functions satisfying this is a primitive function of f plus any
constant, i.e.,

x(t):/tf(s)ds+E:F(t)—F(to)+é (3)

where F' (t) is any primitive of f. Note that F'(to) is a constant. We can thus
merge the two constants, defining ¢ = ¢ — F'(0) and write

2 ()= F(t)+c (4)

Certainly, for all ¢, (4) satisfies (1). For example, if

flt) = e, (5)
F(t) = — (6)

is a primitive for f (¢). The arbitrary constant is pinned down with some
other piece of information. So, if we want to find x(t) and we know the value
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of 2(0), we get

7
8
9
0

z(t) = F({t)+
z(0) = (0) +c
— c=x(0) - F(0)
z(t) = () z(0) = F(0). (

Note that there is only one degree of freedom in the constants ¢ and
to. Choosing another ¢ty simply means that the constant ¢ has to chosen in

another way. Thus, one piece of information is sufficient to pin down the
solution exactly.

c

—_ o~ o~

)
)
)
)

3.1.2 A note on notation

Above, we have used the proper notation of an integral, where both the lower
and upper limits and the dummy variable to integrate over have separate
names and are all written out. Often, a more sloppy notation is used, for an

arbitrary t, we write
[ sis= [rwa=re (1)

where it is understood that [ f (¢)dt is a (any) primitive of f (¢). This no-
tation, called an indefinite integral, saves on variables, but can be confusing
since t is used as both the variable to integrate over and as upper integration
limit. Nevertheless, I will follow ordinary practice and use it below. Using
this notation in , we rewrite (3)

- /f (t)dt + c. (12)

3.1.3 A little bit more complicated

Very often, a solution to a more complicated differential equation is derived
by transforming the original equation into something that has the form of
(2). Linear first order differential with constant coefficients equations can be
solved directly using such a transformation. Consider

y(t) +ry(t) =q (13)

In this case, we multiply both sides by e™ (often called the integrating
factor). After doing that, note that the LHS becomes

d(e'y (1)

o (14)

e () +ry(t) =
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Thus, thinking of €™y (t) as simply a function of ¢, as z(t) in (2), we get
a LHS that is the time derivative of a known function of ¢ and the RHS is
also a function only of t. Let’s set ty = 0, then the solution is found as in

(3).

d(e"y (1)) '
o e"q (15)
t ersq t
ety (t) = / e"qds + ¢ = [ ] +c (16)
0 0
_ Tt _
= = (" —1) +c (17)
_ -t g rt — g — g —rt
— y(t)=e (T(e 1)+c> T—l—(c T)e . (18)
If we know y(t) at some point in time, e.g. at ¢ = 0.
_ 4 _4y _
y(0) = " - <c 7") c (19)
4 A
— yO=2+(yo-1)e (20)

Let’s compare this to the case when we use the indefinite integral. Then,
we have

d(e"y (1)) rt

o = ¢'q (21)
ety (1) = / etqdt + ¢ = e:q +e (22)

= %emrc (23)

— ) =T+ (24)

y(0) = Lec—e=(y) -9 (25)
=y =1+ (yO-2) e (26)

As you see, although the integration constants are different, the result
is the same. The differerence is that the constant submerges the primitive
evaluated at the lower integration limit.

3.1.4 Variable exogenous parts
Let us generalize (13) by assuming that ¢ = ¢ (¢), a function of time. Consider

an arbitrage condition where y(t) is an asset price, with dividends ¢ (¢) per
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unit of time. Not to loose track of things, we use the notation with integration
limits, rather than indefinite integrals.
Holding the asset should yield no excess return, i.e.,

gyt)+aq(t) = ry() (27)
gt)—ry@t) = —q(t) (28)
S ey (t) = — /t e g (s) ds + ¢ (29)

Often, economic theory let us use a so called ”No-Ponzi” condition (typ-
ically requiring r > 0) . Here this gives a limiting end condition, implying
that

tlim e "y (t) = 0. (30)
Using this, we get
t o)
c=1lim [ e ™q(s)ds= / e "q(s)ds, (31)
t—oo to to

giving

@ = [ [t (32)

to to

= [ e (33)
gt = e /t " erig (s) ds /t Tty () ds,  (34)

i.e., that no arbitrage and "No-Ponzi” implies that the price must equal the
discounted sum of future dividends.

3.1.5 Variable coefficients

If also the coefficient on the endogenous variable (y (¢)) is varying over time,
for example, consider the no-arbitrage equation for an asset price y (t) with
dividends ¢ (t) and interest rate r (t)

g()+qt)=r@)yt)=y@)—rH)yt)=—q(). (35)

Then, we need a more general integrating factor to make the LHS into
the time differential of a known function. Here the integrating factor is

e .[tto T(S)ds‘ (36)
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with .
de” fto r(s)ds

——— = —r(t)e hO, (37)
alternatively expressed as
— [ r(t)dt
deT = —T (t) e fr(t)dt‘

Approximating the integral as a sum of rectangles with base At as in
section 2.2, (which is exact if r(t) were piecewise constant), and defining
r(to + sAt) = ry,, for the integers s € {0, S}, S = (t—to)/At, the integrating
factor, can be written

e ftto r(s)ds e oAt TIAL | o —TSAL oy ! ! ; ’
1+ At ) \ 1+ At 1 4rsAt
38

i.e., it is product of all short run discount factors between ¢y and ¢. To save
on notation, this product is denoted as

e o = R (11, (39)

or if the starting point is suppressed as R (t). This has a straightforward
interpretation. Suppose the variable discount rate is given by r (s), then, the
the discounted value of a payment y () at t seen from ¢ is R (¢;t) y (t) .Using,
the integrating factor, we get

R0 ~r(0)y(0) = ~REa() (40
POV~ Ry~ (a1

R(t)y(t) = —/R<s>q<s>ds+c (42)

to

Suppose again, lim; R (t)y(t) = 0, implying ¢ = [~ R(s)q(s)ds.
to

Then, noting that R (t)"' R(s) = eho T[T = [ rde R (s;t)
we have

R()y(t) = —/R<s>q<s>ds+/“R<s>q<s>ds:/mms)q(s)a@a)

to to t

v = [TROTR@aE A= [ Ot @ @)

t

i.e., that the asset price equals the discounted value of future dividends.
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Another example, consider money on a bank account with variable inter-
est rate and deposits ¢ () ,then

g) = r®)y)+q() (45)
gy —r®yt) = q() (46)

= R(tto)q(t) (47)

= ROy Oy = [ Rista)re (9

to

_ /t R(t,t)) " R(s,t0)q(s)+ R(t,te) ¢ (49)

to

Since s < t here, the term R (t,t) "' R (s, o) is more conveniently! writ-
ten els T, Using also an initial condition, y (o) ,we have

¢ t
y(t) = / el (5) + ey (1) (50)
to

where the first term is the period ¢ value of all deposits up until ¢ and the
second term is the period t value of the initial amount on the bank.
3.1.6 Separating variables

Sometimes, we can write a differential equation such that the LHS only
contains functions of # and & and the RHS only a function of ¢. For example

o h(®)
z(t)g(x) = h(t). (52)

In this case, we can use the following trick. Let G (z) be any primitive of
g(x), ie., %gf) =g (z). Then,

dt
Glz) — / h(s)ds + ¢ (54)

We can then recover z by inverting G. An example;

'But remember — [ 7(v)dv = f: r(v)dv.
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B(t) = (z(t)t)’ (55)
Ptz t)? = 2 (56)

Now let g () = 22 implying G () = —a~'. Then since & — 4 (1) g (x (1)) =
i (t)z (t)”%, we have

dG(z (1) _
—a =t (57)
t3
Gz(t) = —z@t) ' = /tht te=g+c (58)
Using the fact that z = G (z) = —x~! = 2 = —27!, so the inverse function

is given by G (2) = —z71, we get

r(t) =G <§+C) :—<§+c>l.

3.2 Linear differential equations of higher order
3.2.1 Linear second order differential equations

A linear second order differential equation has the form

@) +p®)yt)+qt)y(t) = R(1) (59)

This cannot be solved directly by transformations in the simple way we
did with first order equations. Instead we use a more general method (that
would have worked above also). First some definitions

Definition 1 The homogeneous part of differential equation is achieved by
setting all exogenous variables, including constants, to zero.

Definition 2 Two functions y;(t)and ya(t) are linearly independent in a re-
gion S iff there is no c1,co # {0,0} s.t.

c1y1(t) = caya(t) VE € Q. (60)

Result 11 The general solution (the complete set of solutions) to a differ-
ential equation 1s the general solution to the homogeneous part plus any par-
ticular solution to the complete equation.

“The general solution of the homogeneous part of a second order linear
differential equation can be expressed as where c1yi(t) + coyo(t), where yy(t)
and yo(t) are two linearly independent particular solutions to the homoge-
neous equations and c; and co are some arbitrary integrations constants.

22



3.2.2 Homogeneous Equations with Constant Coefficients

Consider the homogeneous part of a differential equation, given by

§(t)+pyt)+qy(t)=0. (61)

To solve this equation, we first define the characteristic equation, for this
equation;
r? +pr+q=0. (62)

Since this is a second-order polynomial, it has two roots

1 1
T2 = —510 + 5\/ (p2 - 49)' (63)

Now, it is straightforward to see that €' and e both are solutions to
the homogeneous equation, by noting that for i € {1,2}

d rit
Zt = et (64)
d2 rit
= e (65)
dQe’f‘,‘t deT'it . ,
e +p g7 +qet = (r7+pri+q) et =0. (66)

So then, result 11 tells use that the general solution to the homogenous
equation is
yn (1) = cre™t + cpe™, (67)

provided €™ and €™! are linearly independent. It is easy to verify that this
is the case, if and only if ry £ rs.
3.2.3 Complex roots

Complex roots pose no particular difficulty, we simply have to recall that for
any real number b

eb”: = cos(b) +isin(b), (68)
e = cos(b) —isin (b), (69)

yielding for the complex roots ry o = a % bi,

Cle(a-l-bi)t + C2€(a—bi)t — (70)
c1e® (cos (bt) + isin (bt)) + coe™ (cos (bt) — isin (bt)) (71)
= e ((c1 + ¢2) cos (bt) + (¢ — ¢2) isin (b)) (72)
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Note here, that the constants ¢; and c; may be chosen from full set of
complex number. Defining

C1+CQ = 51, (73)
(aa—c)i = ¢ (74)

It turns out that for any ¢; and ¢; on the real line, we can find ¢; and ¢
satisfying this definition. Since we, at least in economics, are only interested
in solutions in the real space, we can use the restricted set of constants
satisfying ¢; and ¢; being on the real line. We can then write the general
solution in the real space as

yn (1) = e™ (€1 cos (bt) + o sin (bt)) . (75)

3.2.4 Repeated roots

The general solution to the homogenous equation in the case when the roots
are repeated, i.e., ry =1y =1 is

yn () = cre’ + cote™. (76)

Convince yourself that they are linearly independent and check that they
are both solutions if the roots are repeated but not otherwise!

3.2.5 Non-Homogeneous Equations with Constant Coefficients

Relying on result 11, the only added problem when we have a non-homogeneous
equation is that we have to find one particular solution to the complete equa-
tion. Consider

Gt)+pyt)+qy(t)=R(1). (77)

Typically we guess a form of this solution and then use the method of unde-
termined coefficients. Often a good guess is a solution of a form similar to
R(t), e.g., if it is a polynomial of degree n we guess on a general n'th de-
gree polynomial with unknown coefficients. The simplest example is if R ()
equals a constant R, we then guess on a constant, y, (t) = y**, i.e., a steady
state, in which case ¢ () and ¢ (¢) both are zero. To satisfy the differential
equation,

Ss

qy - =

SS

NEE
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Another example is
i) =29 () +y (t) =3t + 1, (80)
in which case we guess
Yy, (t) = At* + Bt + C, (81)

for some, yet undetermined coefficients A, B and C'. We then solve for
these constants by substituting into the differential equation

2A —2(2At + B) + At* + Bt + C = 3t> + t. (82)

For this to hold for each ¢, we need

A =3 (83)
—4A+B = 1 (84)
2A—2B+C = 0 (85)

yielding A = 3, B = 13, and C = 20. So a particular solution is
Yy, (t) = 3t* + 13t + 20. (86)
The characteristic equation is
= 2r 4 1=(r—1)° =r,=1 (87)
So the general solution is
y (t) = cre + cote’ + 3t + 13t + 20. (88)

3.2.6 Linear nth Order Differential Equations

Consider the nth order differential equation

y () +F Py )+ .+ Py (t) = R(1), (89)
where T (s
y" (t) = cZ’S ) (90)

The solution technique is here exactly analogous to the second order case.
First, some definitions
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Definition 3 For any differentiable function y (t), the differential operator

D is defined as
dy (t)
Dy (t) = 1
y(t)=—7-, (91)

satisfying D"y (t) = 4y(t)

Using this definition, and defining the following polynomial, letting then
write

P(ry=r+Pr" ' +..+ P, (92)

we have
P(D)y(t) = (D"+PD" " +..+P,)y(t) (93)
= D (t)+P D" 'y(t)+ ..+ Pyt (94)

so we can write (89) in the condensed form,

P(r)=0, (96)

with roots ri__,,

The general solution to the homogenous part is then the sum of the n
solutions corresponding to each of n roots. The only thing to note is that if
one root, r, is repeated k£ > 2 times, the solutions corresponding to this root
is given by

cre + cote” .+ et (97)

Repeated complex roots are handled the same way. Say the root a 4+ bz
is repeated in k pairs. Their contribution to the general solution is given by

e™ (cy cos (bt) + cosin (bt) +t (cz cos (bt) + cysin (bt))) + ... (98)
H-e¥th 1 (cgp_y cos (bt) + cop sin (bt)) . (99)

A particular solution to the complete equations can often be solved by
the method of undetermined coefficients.
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3.3 Stability

From the solutions to the differential equations we have seen we find that
the terms corresponding to roots that have positive real parts (unstable, or
explosive roots) tend to explode as t goes to infinity. This means that also
the solution explodes unless the corresponding integration constants are zero.
Terms with roots that have negative real parts (stable roots), on the other
hand, always converge to zero.

If all roots are strictly negative for a differential equation, P (D)y (t) =,
the system converges to a unique point as time goes to infinity, wherever it
starts. This point, is often called a sink and the system is defined as globally
stable.

If all roots are strictly positive the system is globally unstable, but there
is still a steady-state, this is sometimes called the origin. The reason for this
is that if the system is unstable in all dimensions when time goes forward,
it will be stable in all dimensions if time goes in reverse. Starting from any
point and going backward, one reaches, in the limit the steady state, i.e., it
is the origin of all paths.

If a system has both stable and unstable roots, it is called saddle-path
stable. Then, in some sub-dimensions it is stable.

3.3.1 Non-linear equations and local stability
Look at the nonlinear differential equation
i(t) =z (t) —4. (100)

Although we have not learned how to solve such an equation, we can say
something about it. Let us plot the relation z (t) — & (¥)
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() =x(t)? —4
We see that z(t) = 2 and z(t) = —2 are stationary points. We also see
that z(t) = —2 is locally stable. In the region [—o0,2) z converge to © = —2.
2 is an unstable stationary point and in the region (2, 0c], = explodes over
time. In a plot x (t) — & (t), local stability is equivalent to a negative slope
at the stationary point.

3.4 Systems of Linear First Order Differential Equa-
tions

Consider the following system of two first order differential equations
71 (t) aj;  Gp2 Y1 (t) p1 (1)
/ _ 101
{ v () ] l a1 Q2 1 l Y2 (t) * P2 (t) (101)
y(t) = Ay(@®)+p() (102)

As in the one equations case we start by finding the general solutions
to the homogeneous part. This plus some particular solution is the general
solution to the complete system.

If the off diagonal terms are zero the solution to the homogeneous part is
trivial, since there is no interdependency between the equations

{@?2 8 } N {aél a(; } {z; 8 } (103)
- l 53 8 1 - l eagt @a022t ] { 2 ] . (104)
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The system in (103) has an important property, time has no direct effect
on the law-of-motion. Given knowledge of v, (t) and ys (¢), 91 (t) and s (%)
are fully determined, regardless of t. A system that has this property is called
autonomous. The system (101) is not an autonomous system, unless p () is
constant. Note that the homogeneous solution is always autonomous, given,
of course, that the parameters are constant.

The behavior of an autonomous system can be depicted in a graph, a
phase diagram. We see in the phase diagram that if the roots are stable, i.e.,
negative,. the homogeneous part always goes to zero as t goes to infinity.
With only one root stable, there is just one stable path.

Two stable roots One stable roots
»2 »2

yl \
The fact that it is trivial to solve a diagonal system, suggests a way of
finding the solution to the homogeneous part of (101). Suppose we can make

a transformation of the variables so that the transformed system is diagonal.
Start by defining the new set of variables

EIERIIE a0
] = =00 -ea [0 | -mam [ 50 Jum

If we can find a B such that BAB™' is diagonal we are half way. The
solutions for x is then

y (107)
{2 g” - leol @gtl lg} (108)
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where 71 5 are the diagonal terms of the matrix BAB™!.The solution for
y then follows from the definition of x

n() | oo et 0 c1
{ 0 ] -8 l 0 e || e (109)
From linear algebra we know that B! is the matrix of eigenvectors of A

and that the diagonal terms of BAB™! are the corresponding eigenvalues.
The eigenvalues are given by the characteristic equation of A

ajp —r Q12
21 Qo2 — T
— (a11 — 1) (a — 1) —appan =0  (111)

r? —rTr(A)+|A| = 0, (112)

0 (110)

where T'r (A) is the trace of A. The only crux is that we need the roots to be
distinct, otherwise B! is not always invertible. Distinct root implies that
B~! is invertible. (If A is symmetric B! is also invertible.)

Let us draw a phase diagram with the eigenvectors of A. The dynamic
system behaves as the diagonal one in but the eigenvectors have replaced the
standard, orthogonal axes.

A

One stable root
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What is remaining is to find a particular solution of the complete system.
One way is here to use the method of undetermined coefficients. Sometimes,
we can find a steady state of the system, i.e., a point where the time deriva-
tives are all zero. This is easy if the exogenous part is constant. We then set
the differential equal to zero so

0 = Ay(t)+p (113)
— y,(t)=y* = —A'p. (114)

Given that we know the value of y (0) we can now give the general solu-
tion. The formula is given in matrix form and is valid for any dimension of
the system. First define

et () 0
rot
r(t) = 0 e .0 , (115)
0 0 ernt
then we have
y(t) = Blx(t)+y* =B r(t)c+y* (116)
y(0) = B 'x(0)+y* =B lc+y*™ (117)
c = B(y(0)-y”) (118)
— y(t)=B'r(t)B(y (0) —y™) +y* (119)

The method outlined above works also in the case of complex roots of the
characteristic equation. If the roots are a + bi we have

. 6(a+bi)t 0 o
y(t)=B 0 elabir [CTY (120)

Example;

aO) [ [m0)+]1] e

ra = —14i (122)
B! = i _1@] (123)
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—y(t)= (124)

l i 12 ] { e (Costo—l—zsmt) Lt (Costo—z'sint) ] { 2 } Ly (125)
S [t ot e g

S| et | a2

The steady-state is found from,

o [Tl

-1
y;® _ | -1 -1 11 10
F IR T N A
If we know y (0), and using cos0 = 1 and sin 0 = 0,we get
yl(O) 61 0
= - 130
o =[] )

(y2 (0) — 1) cost +y; (0) sint 1

A phase-diagram of this system is an inward spiral.

) = et { y1 (0) cost — (yz (0) — 1) sint 1 . [ 0 1 (1s1)

0B 05 0% 0% 05 075 !

(132)
How would it look like if the real part of the root was —1 or +17
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3.4.1 Equivalent Systems

In the repeated root case the matrix of the eigenvectors may be singular, so
that we cannot find B~!. Then we use the method of equivalent systems.

A linear nth order differential equation is equivalent to a system of n first
order differential equations. Consider,

Y () + a1ij (1) + azy (t) + asy (t) = R (1) (133)

We can transform this into a system of first order differential equation by
defining

gt) = =1(1), (134)
Gt = aa(t) =1 (t), (135)
V() = (1), (136)
giving
y (1) 0 1 0 y (1) 0
i@ = 0 0 1 @) |+ 0 (137)
i’g (t) —az —a2 —ap i) (t) R(t)

Since the equations are equivalent they consequently have the same so-
lutions. Sometimes one of the transformations is more convenient to solve.
Let us also transform a two dimensional system into a second order equation

a0l e[ m@]e (] o

First use the first equation to express x5 and then take the time derivative
of the first. Then we can eliminate x, and its time derivative

‘1.'1 (t) = a11T1 (t) + a12%2 (t) + ]ﬁ (139)
- (t) _ jjl (t) — ClcllliCl (t) — kl (140)
$2 (t) _ 1.1.31 (t) —a(lni‘l (t) (141)

() — an (1t () — Nk
&y (t) — andy (1) — agiz1 (1) +a22901< ) — a1 (1)
Q12 12
Zq () — (a1 + age) &1 () + (axea1n — ai2a91) 1 (1) = —agek; + ajsks (143)

Ltk (142)

Note that the characteristic equation of this second order equation is the
same as the one for the system in (138). Consequently, the roots and thus
the dynamics are identical.
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3.5 Non-linear systems and Linearization

Phase diagrams are convenient to analyze the behavior of a 2 dimensional
system qualitatively that we cannot or refer no to solve explicitly. E.g., if

¢(t) = gulc(t), k(1) (144)
k() = g2(c(t), k(1)) (145)

The first step here is to find the two curves in the c¢, k-space where ¢
and k, respectively are constant. Setting the time derivatives equal to zero
defines two relations between ¢ and k, which we denote by G; and G,.

g1(c(t),k(t) = 0—c=G(k) (146)
g2 (c(t),k(t) = 0—c=Gy(k) (147)

We then draw these curves in the c, k-space. For example, you will in the
macro course analyze the Ramsey optimal consumption problem, where out-
put is f (k) , interest by f’(k), the subjective discount rate by 6 and utility
is u(c) and u and f are assumed to be concave functions. The model will
deliver the following system of differential equations

/

_dlew) .
e ) =) (145)

B(t) = fk(t)—c(t). (149)

Setting the time derivatives to zero we get
f(k@) =90, (150)
c = f(k(). (151)

Draw these curves in the ¢, k space
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C c(t)=0

/\
k(f) = 0

L,

We then have to find the signs of , and above and below their respective
zero motion curves. From (148), we see that

oc(t) _ _u(e)
ok(t)
2= -t (153)

This means that ¢ is positive to the left of and negative to the right of
the curve ¢ = 0. For l%, we find that it is positive below and negative above
;= 0. Then draw these motions as arrows in the phase diagram. Note that
no paths ever can cross.
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k/(£) = 0

L,

We conclude that this system has saddle point characteristics and thus
have only one stable trajectory towards the steady state.

The behavior close to the steady state should also be evaluated by means
of linearization around the steady state. We do that by approximating in
the following way

. a CS:S’kss 8 Css,kss ss
¢ ) | gt | [ e —c (154)
k (t) 0g2(c®% k3%)  Oga(c®s k%) k (t) — kss .

Jc dc

with an obvious generalization to higher dimensions.
We now evaluate the roots of the matrix of derivatives. In the example
we find that the coefficient matrix is

A ) (155)

dc Oc
_ [ =056 —wf
- |7 = (156)
where all functions are evaluated at the steady state. There, f’ = 6, implying
that the matrix simplifies to
0 _u_/’/ 1"
[0 5] 57

f/

[ Dg1 (5% k%) Ag1 (53 k%) ]
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with eigenvalues

1 !/

5 <f’ /(2 + %f/') (158)
which clearly are of opposite signs.

3.6 Example:Steady-state asset distributions

In this example, we use our derived skills to find the steady-state wealth
distribution in a simple model. As we will see, here the model gives us a
system of differential equations for the wealth distribution that we can solve
easily. We will see that the methods we have learned work as well when the
differential equations are in wealth, rather than time.

In JPub (1999), we analyze preferences over unemployment insurance in a
very simple economy using continuous time and where agents can borrow and
save at a rate r. In the model, employed individuals earn a wage w per unit
of time and become unemployed with an instantaneous probability ¢. This
means that over a small (infinitesimal) interval of time dt, the probability
of becoming unemployed is qdt. Unemployed individuals receive a flow of
unemployment benefits b and become rehired with instantaneous probability
hdt. In addition, we assume that there is a instantaneous death probability
of § and that there is an inflow of newborn unemployed with zero assets of §
so that the total population is constant.

In the paper, we show that individuals have CARA utility (U = —e©)
and wages and benefits are constant, individuals choose constant savings
amount for each of the two employment states. Denoting these s. and s,,
where s, > 0 and s, < 0, we have that individual asset accumulation for the
two types, conditional on surviving is

Ay = s, (159)

for employed and .
Ay = sy (160)

for unemployed.

In the paper, we don’t calculate the steady state wealth distribution of
assets. That’s the purpose of this exercise. First, we calculate the steady
state share of unemployed, u,,. For this purpose, we note that in steady state,
the inflow and the outflow to the stock of unemployed must be constant.
Thus,
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(1—p)qg+06 = p,(h+0) (161)
g+
e = TS (162)

Now, we want to calculate the steady state distribution of assets among
employed and unemployed in this economy. Let us denote these densities,
by fe(A) and f,(A). We will derive these by solving a system of differen-
tial equations. Consider first the number (density) of employed individuals
with assets A # 0, given by f.(A). Over a small period dt, a number
fe(A) (1 — (6 4 q) dt) of them remain employed and alive. Over the same
time, a number f,(A)hdt of unemployed with assets A become hired. Fi-
nally, over the period dt these individuals add to their assets an amount

sedt. Writing this down yields,

fe(A+scdt) = fo(A)(1— (04 q)dt) + fu.(A)hdt, (163)
fe(A) + fo(A)sedt = fe(A) (1 — (6 +q)dt) + fu(A)hdt  (164)
A = —LWL s a2 (165)
By the same reasoning,
fu( A+ s.dt) fu(A) (1 = (64 h)dt) + f.(A)qdt,  (166)
fulA) + fi(A)sedt = fu(A)(1— (6 +h)dt) + fe(A)gdt  (167)
A = —R@ s L (169
yielding the system
AT 2 ] A
] = | i |50 (169)
_ fe(A)
= A { fu(A)] (170)

Let us now, assigns some numbers to the parameters. Say § = 1/40,h =
2,q=1/5,s. = 1 and s, = —2, all measured as probabilities per year. Then,
we can calculated the roots and the eigenvalues

63 1

— — 4+ 4681 ~ .821 171

"= 160 T g VIt A S )
63 1

= g5~ Tgg V4681~ ~0.0339 (172)

1 1 1.0 1.0
B! ] ~ [ ](.173)
2B 4 L4681 2 — L.\/4681 523 0.0956
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Thus, except at A = 0, where there is an inflow of newborn, that we have
not considered, we have

(A _
l ﬂAi ] =B7'r(t)c (174)
1.0 1.0 8214 0 ol
— [ 523 0.0956] [ 0 6—0.0339A] [02 (175)
cre8214 1 ) o—03394
N [ -5236116'82“‘ + .02956c26—.0339A (176)

Now, we first note that f.(A) and f,(A) cannot be explosive in any of
the directions. That would violated that these functions are densities, i.e.,
the sum of their respective integrals over the real line must be unity. Thus,
for A < 0, ¢co must be zero and for A > 0, ¢; = 0. Furthermore, we know

o h
(A)dA = 1—p,=———=0.899 177
| mo e ()
wW(A)dA = p,=——"—=~0.101. 178
| ptaa = - (7
Using this, we can calculate the integrations constants.
[e%S) 0 [e%S)
/ fo(A)dA = / cr e AdA + / coe 033947 A (179)
NS —o 0
C1 (6))
= =0. 1
0.821 * .0339 0899 (180)
[e%S) 0 o0
/ fu(A)dA = / 523c1eM4qA + / 0956e03394q4  (181)
NS —o 0
.52361 0095662
= =0.101 182
0.821 + .0339 (182)
Yielding,
cg = 0.0289, (183)
ca = 0.0293. (184)

This concludes our calculations,

0.0289¢- 8214 for A < 0
fld) = { 0.0293¢=93394 for A >0 ° (185)

0.0151e82M for A < 0

fulA) = { 0.00280e 0334 for A >0 - (186)
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Plotting the densities, using a solid (dotted) line to denote wealth of
employed (unemployed), we see that unemployed are more concentrated to
the left. We can also calculate average assets among the two types from

A, = / AL(A)dA = (187)
0 00
/ A-0.0289e82M1q A + / A-0.0293e 033940 A ~ 25.45 (188)
—00 0
A, = / Afu(A)dA = (189)

0 00
/ A-0.0151e82M1q A + / A-0.00280e 033947 A ~ 2.41 (190)

—00 0
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