1. Introduction
The issue;

Choose from a set of admissible paths or functions x(t)[J A the one that
maximizes a given objective functional which associates a particular value
to each admissible path V[x(t)].

Example: resource (oil) extraction. Choose an extraction plan x(t) stating
how much isleft in the well. To be admissible x(t) has to satisfy:

x(0) = K,
X(t) =0, t, (1.1)
x(T)=0.

The value (or objective) function associates a number to each path. Thisis
given by

)
VIX()] = [ (p(x(t)) — c(x(t))ct
0

T (1.2)
= j F(t, x(t), X(t))dt.
0
Three approaches in this course:
1. Calculus of Variation (Newton, Bernouilli)
T
ryg J F(t, x(t), x(t))dt (13)

s.t. x(t)isadmissible.

2. Optimal Control (Pontryagin)
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.
max { F(t, x(t), u(t))dt

S.t.

X(t) = g(t, x(t),u(t)) (1.4)
x(0) = A,

X(T) =2,

u(t) admissible for all t.

3. Dynamic Programming (Bellman).

T
V (kg) = max Z F(t, %, U)
t=

St.

X+1 = (0 X W) (1.5)
Xy = A,
Xt =Z.

Example:

.
max BU(c)
©X =0

st. kg =k, (1.6)
kivp = F(k) -G, t=0,....T,
Krs1=0

Here we start from next to last period and solve the two period problem.

Vi1 = maxVy_g(kp_q) = maxy (f(kr-1) —kp)+ BU(f(ks)).  (1.7)

where we have substituted from terminal condition and transition
equation. Note the V;_;(kt_;) isafunction; it gives the value of what can
be achieved during the remaining periods if the optimal plan is followed.
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This certainly depends on how much capital one enters the current period
with. Such variables are called state variables.

Given V;_4(ky—1) we can go one step further back and solve

Vr_o(kyo2) = maxU (f (kr-2) —ky-1) + BV (Kr-2))- (1.8)

T-1

going back to the start point we have the whole solution. All these
methods can handle (some) infinite horizon problems.

John Hassler, page 3



2. Dynamic Optimization in Continuous Time

2.1 Calculusof Variation

L ook at the following fundamental dynamic problem

.

max j F(t, x(t), x(t))dlt
0

st. X(0) =X, X(T) =Xy

(2.2)

where F is differentiable in its arguments. The problem is dynamic since
X(t) isincluded. Otherwise we could maximize point by point in time.

An economic example could be that F represents profits from a firm that
make output by employing labor (x). Time enters the profit function since
the firm discounts future profits. If changes in the number of persons
employed is costly x(t) also enters the profit function. The firm can then
not just in each moment hire the number of persons that maximize current
profits.

A solution to the problem is a function x*(t) (with a continuous
derivative). To find it we try to find some characteristics of it that can help
us to search. We will in particular now derive some necessary conditions
that the solution must satisfy. From them we may find the solution.

The trick is to define admissible deviations. These are the differences
between the optimal path and an admissible but sub-optimal path. Let us
fix a particular admissible path x(t) and call the difference between this
and the optimal path h(t), i.e. h(t) = X (t) — x(t). We have now fixed a
particular admissible path asin the figure below.

The constraints in (2.1) imply that h(0)=h(T)=0 which in this case are the
only admissibility constraints (together with differentiability).
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/
/ \An admissible

sub-optimal path

Now look at a linear combination of the optimal path and an admissible
deviation. For any constant a let

y(a,t) = x* (t) +ah(t) (2.2)

which is clearly admissible. Note that y(a,.) defines a particular path so for
each value of a we have a particular path. We say that y(a,.) is a one
parameter family of admissible paths. Since we can calculate a value of
the objective for each path, this means that for each value of a we can
associate a particular value of the objective. Now define the value of the
program if we usey(a,.)

. yan @y
J(a) = [ F| t,X(t) +ah(t), X (t) +ah(t) |dt (2.3)
0

J(a) is thus an ordinary function of a, not a functional. We can then use
standard optimisation techniques. This value must by assumption be
maximized when a=0. We aso find a standard necessary first order
condition for a maximum
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T y(at) y(at)
J'(0) :% j F| t,X(t) +ah(t), X (t) +ah(t) |dt =0 (2.4)
0

a=0

Denote the three first derivatives of F by R, F,, F;, and suppress
arguments when unnecessary. We then have

.
00= [ j % F(t,y(at), y(a,t))dt]

0

a=0

T :
(300, ata0) 25
9 oa oa

:
= ;(Fxh(t) + F (L) )dl
0

Let the total time derivative dF, /dt be denoted F,. We can then (2.5)by
integrating F.h by parts

Tud ruvi’ Ty du
[ Fehdt =| Feh | — [hFydt
0 0

0 (2.6)

=2, =9 T
= Fy(ryN(T) = Fy()h(0) — [ hFyat.
0

Substituting this into (2.5) we find that the necessary condition is that
along the optimal path

(Fx - Fx)hdt =0 (2.7)

o —

But this must be true for al the infinitely many different admissible
deviations h. This requires that the value within parenthesisin (2.7) is zero
for al t within the planning horizon.
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dFX(t, X*, )‘(*)
dt ' (2.8)

Fx(t,x*,x*) =
Ot 0[0,T].

This is the Euler Equation for the problem. Note the RHS of (2.8) is the
total time derivative. We can then writethis as

) - F(t.x i) +d|:).((t,x*,)-(*)dx*(t) +0F>'<(t’X*1X*)dX*(t)
Tl a x dt o d (2.9

= Ft,).((t,x*,)'(*)+ Fxlx(t,x*,)'(*))'(*(t) + Fxlx(t,x*,)'(*)x*(t) :

The Euler equation is thus a non-linear second order differential equation
for the optimal path. Sometimes we may be able to solve for the function
X* (t). At least we can derive some properties of it.

Since the solution to a second order differential equation contains two
arbitrary constants we need two more equations to pin down the solution.
For this we use the terminal and start conditionsin (2.1).

Below we will see that (2.8) can be interpreted as a an arbitrage condition
between different pointsin time

A Simple Consumption Example
T
maxfe‘”u ()t
“ 0

KO = ko, KT = kT'

F(t,K,K)=e"U|iK +v, =K |,

—“——
F« =e"iU'(q), (2.11)
Fe =—€"U'(q).
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The Euler equation is

Fr = Fx

2.12
0 -d(e™U'(q)) /dt =ie U (c,). (212
Note that we express the Euler equation in terms of ¢ rather than in K.
This will make it easier to interpret and gives us a first order differential
eguation in c instead of a second order in k. We could, of course, solve the
problem in terms of K instead.

Before solving we want to interpret the Euler equation by showing that it
IS an arbitrage condition between successive points in time. Integrate
(2.12) fromt to t+ At

t+At

0 - [de™(U'()
t

=e"(U'(c)) - U (Gaar)) (2.13)
t+At

= [ie™U"(¢)ds
t

or

t+At
-U'(q) +e ™ (U (Gua)) + [ieT 00U (q)ds=0 (2.14)
t

Note that LHS of (2.14) is the gain in utility by saving one marginal unit
of consumption at t, consuming the interest on the extra saving between t
and t+At and consuming an extra unit of consumption at t+At. If the plan
is optimal this should have zero effect on total utility,

Now we use(2.12) to try to find a solution
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~de™ (U ())/dt = re? (U'()) - €U ()

:)é‘”U () (2.15)
_ Ua) . _
BRRETEICOR

(2.15) tellsus alot of the optimal path although we may be unable to solve
for the level of consumption.

Note that (2.15) must hold for the solution to be optimal aso for a non-
constant interest rate. Thisisintuitivein light of (2.14).

By specifying a utility function we can go further.

In the CARA utility (exponential) case

U= ., U'=e’C U'"=-xec (2.16)

| =T =T
- = -t 2.17

Note that this just defines the dope of the optima path, the leve is
determined from the dynamic budget constraint.

Multiplying by the integration factor and integrating we have

de_ith_W_ _i;rt
it t"% ")

e Tk —kg = Io e 't dt _Jo e gt

e (K, —iK) = 219

Now define
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[, vt +ko—e Ty =W = [ et (2.20)

Thisisthe intertemporal budget constraint. Solving this

T i—r et Tli-r —
it - __ - it
foe (c0+7tjdt— {co—i } +J'0 (—A tje dt

0
et [ior e 1 oi-ret
= | | e
N L "o ! (2.21)
- AT AT AT
_ et fizr e ji-re™
_Coi_o_/\i_o 2 |,
) (1—e_iT)+i_r—e_iT(i_rT+i_r)—V\6
ol i? Ai Ai? '

Note that if i=r consumption is simply a fraction of wealth, that decreases
with the length of the planning horizon.

Co = (1_ITT)V\6 (2.22)

So with an infinite horizon c; = iW,.
Similarly on the case of CRRA utility

1-1o -1/o-1
¢ U =cvoyr=-5 (2.23)

U= :
1-Yo o

the Euler equation (2.15) becomes
¢/q=0o(-r)

ol —r)t_

O ¢ =cpe
Using the intertemporal budget constraint

(2.24)

John Hassler, page 10



JoT it Coea(i “Nigt = JoT Coe((a—l)i ot g — W,

(or — (o -D)i)

(2.25)
| G = (1_ e((J—l)i—or)T

Note the results when 0=1 and when T - .
A Sufficient Condition

The Euler condition is necessary but not sufficient. It is however also
sufficient for amaximum if F(t,x,X) isconcavein x,x (still assuming a

fixed finite time horizon).

Recall that if F(t,x,X) isconcavein x,x then
F(t,X,X)

< F(to % )+ (xmx et )+ (x=x R ftoe ). 5

To seethis

Assume that F(t,x;,x;) = F* satisfiesthe Euler equation and F is

concavein x, X. We then want to show that F(t, Xt X{) isoptimal, i.e.,
that
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F(t.x % Jdt < [ F(tg, % ot (2.27)

o — -
o — -

for al admissible paths. Admissible deviations are defined
h(t) = x(t) — x* (t) with h(t) = x(t) - x*(t) .

Now using (2.26) we have that
o
F<F*+(x=-x")F +(X—x*)Fy
. . . (2.28)
0 [ Fdt<[ Frdt + [ (hFy + Ay Jt
0 0 0
By integrating by parts we find that
T T T T
[ (nFs + ARG Yot = [ )t +[|:X*h]0 ~ [
0 0 59 . i)
Fy, e = By o+ [ n(Fx = F (2.29)
0
=0.

This shows that concavity, which gave us the inequality in (2.28), makes
the Euler equation sufficient for optimality. Note that we require global
concavity.

Transversality Conditions

Assume now that k. isfree. Before we used the terminal condition for kt
to find one integration constant. Now we need some other condition to do
this — thetransversality condition.

An admissible deviatiorh is now not required to satisfyjh(T)=0. The

necessary condition (2.4), (2.5) are still valid but (2.6) is changed slightly.
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ijdt— Fh thdt

o o (230
= M h(T) - Fx(o) h(O) - J. hFXd'[.
0
S0 the necessary condition becomes that along the optimal path
T
J.(FX - F; )hdt + FX(T,X*( T,X(T) )h(T) =0. (2.31)
0

So we see that the Euler equation is still valid. In addition to the Euler
eguation we have the added condition

FX(T, X (T),X(T) ) (2.32)

This is the transversality condition when the horizon is fixed but the
endpoint isfree.

Example

In the consumption example (2.10) we expect that if no end condition is
set for K it must be optimal to consume so much that marginal utility goes
to zero. Let’s verify that.

Fy (t. Ky, Ky, ) =—eMU (). (2.33)

More General Transversality Conditions

Now look at the case when both the endpoint and the horizon is free. We
still usea to index admissible deviations as in (2.2). Now we also have to

consider admissible deviations in the terminal timeThus we let the
admissible deviation from the optimal terminal tiffie be an arbitrary
numberAT so that the terminal time associated with the pdéq) is
T(a)=aAT so dT(a)/da=AT.

The derivative of the whole program can now be written
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[T y@. y@.

r@=2| | FtXo +ah(t), £ (t) +ah(t) |dt
0

a=0
(@) (a)
= | [(Feh(t) + Fh(t))dt + F(T, y(a,t), y(a,t))
0
T(a)
= [h()(Fx = Fe)dt + Fynyh(T) + F(T, y(a,t), y(a,1))AT.
0

where we used the integration by parts as above in the third equality. We
want to express the term h(T) in terms of variations in the final value of
the state variable x denoted Ax and variations in the stopping time AT. The
teeminal value of the state variable can be approximated

Ax=h(T") +(y(T")JAT which implies that h(T")=Ax—(y(T"))AT.
Substituting thisinto the first order condition we get.

0
T(a)
= [h()(Fx = Fe)dt + Fyery (A= Y(T)AT) + F(T, y(a,t), y(a,t))AT (2.34)
0

T
OE, -t e [0, -

If Ax and AT are free we require
Fyery =0,
[F(T.X(T), x(T)) = FymyX(T)| =0

to have (2.34) satisfied. Note that the stars are suppressed in the last
equation.

(2.35)
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Moreon the Interpretation of the Euler
Equation

Now let usintegrate the Euler equation (2.8) fromOto T.

T o _TdFX(t,x*,X*)
{Fx(t,x , X )dt —{ o dt (2.36

_ FX(T,X*,X*)— FX(O, xx)

When the endpoint is free we know that FX(T, X*, X*) IS zero. From (2.36)

we then see that —FX(O, xx) eguals the sum of marginal benefits of an

extra “capital” unit over the full horizon. Alluding to the envelope theorem
we then understand thaFX(O, xx) is the shadow value of an extra unit

of the state variable at time zero. (see the example in (2.33) This turns out
to be true also for all other points in time. But note that these value are as
seen from time O (if there is discounting this mattefe transversality
conditions in (2.35) are then easy to interpret. If the terminal value of the
state variable is free, its shadow value should be driven to zero. If the
stopping time is free, theum of current profits and the generation of
future profits should be driven to zero.

Infinite Horizon

The intuition for the Euler equation above as an arbitrage between
successive time points still suggests that it is valid also in infinite horizon
problems. This is the case for properly specified economic problems where
the objective function converge to something finite for all admissible
deviations. If this is not the case optimality becomes ambiguous.

To find the optimal path we have to modify the optimality conditions. We
must now make sure thEt-((T)Ax+[F(T,x(T),X(T)) - FX(T)X(T)]AT goes
to zero as the horizohgoes to infinity. For this purpose we require
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Jim Fyqry =0

. (2.37)
ImﬂFGZﬂTLﬂT»—FMUﬂTﬂ:O

So the shadow value should go to zero when x is free also in the limit. The

sum of current and future profits should also go to zero since in an infinite

horizon problem, there is no fixed stopping time.

In economic infinite horizon models we often want to find a steady state
solution xSS (s.t. x=%=0) for some properly detrended variable. This
works if time does not enter F or just as an exponential discounting. The
problem is then (time) autonomous. If we take this steady state to be the
boundary condition

lim x, = x* (2.38)
> o

or
lim % =0 (2.39)
>

we have the necessary information to find the solution with integration
constants. Take the Ramsey problem as an example.

T -a
ml?xfe U(c )dt

% (2.40)
st. k ="f(k)-c,
and the initial and boundary conditions
kO = lz
limk, =0, (41)
t> o0

We then have
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F(t.k,k) = ?U(f (k) - k)

F=e%Uf(k)
F, = —e %0 (f (k) -K) = - ®U"(c) (2.42)
dF; :
k= &—aul _ e—ét du — &—aul _ e—HcU e
dit dit

Note that in the following | find expressions for ¢ rather than for k. Note
also that the discounting terms cancels. So the Euler equation can be
written

Uf'(k)y=au'-uU'ec
U’ (2.43)

0 e=— . (1(0-0)

This gives us the system of differential equations

UI
= f'(k))-8
& =5 (1) =0) 240
ke = (k) ~c.
Note that in terms of k the Euler equation is
Ut (k) = 850U -7 TU K+ 80K .05

Uf'(k)=aU'-U"fk+U"k,

I.e., a second order differential equation. Note the equivalence between a
second order differential equations and a two equation system of
differential equations.

The system (2.44) has variable coefficients and may be difficult to solve
analytically. But we have dready seen that it can be anayzed
gualitatively. First we clearly have steady state. Secondly we can draw its
phase diagram.
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Note that as always al paths (arrows) in the figure satisfy the Euler
equation. The initial and boundary conditions together pick just one path.
Only the saddle path satisfies the boundary condition and by knowledge of
Ko we can then find cyg. We have thus pinned down just one path and
(implicitly) found the two integration constants.

k
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