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Abstract

This paper examines the effects of expansionary technalbggks (shocks that increase labor
productivity and factor input) as opposed to contractigrtachnology shocks (shocks that in-
crease labor productivity, but decrease factor input). ¥ferate these two shocks jointly based
on a minimum set of identifying restrictions in a structWaR. We show that most of the busi-

ness cycle variation of key macroeconomic variables suabugsut and consumption is driven

by expansionary technology shocks. However, contractioteechnology shocks are important
to understand the variation in labor productivity and pretéhn inputs. In addition, these shocks
trigger different reactions of certain variables, whichd#lp explain why existing evidence

on technology shocks does not deliver clear results. In @lsiDSGE model with managerial

technology, which is consistent with our identifying rédfons, we interpret contractionary tech-
nology shocks as process innovations and motivate therelifée to expansionary technology
shocks.
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1 Introduction

What drives business cycles? Although disagreeing abeit ¢éxact contribution, a large body of
the macroeconomic literature assigns a substantial raéetmology-induced changes in productivity
for explaining economic fluctuatiodsRelated to the question of whether technology-shocks are th
main driver of the business cycle, there is a consideralsieodi about their effects on key economic
variables, at least in the short run. Specifically, thereldess a recent fervid dispute around the issue
whether technological improvements are contractionamgxpansionary. Contradicting the results of
the early real business cycle literature, Gali (1999) ngqisead on the basis of U.S. time series that after
a positive improvement in aggregate technology, outpungés little, while labor falls in the short
run. This result has been attacked, among other reasonspondg of misspecification of hours, in
levels rather than detrended, or problems with use of stracVARs per sé.

This paper does not ask 'Are technology shocks contraaty@abut 'Which technology improve-
ments are contractionary?’ Specifically, based on a minirmenof identifying restrictions in a struc-
tural VAR, we jointly estimate two different technology stks: expansionary technology shocks, that
from a Real-Business-Cycle point of view have the convesalipositive effect on short-run labor in-
put, and contractionary technology shocks, that affeatriatput negatively. We show that most of
the business cycle variation of key macroeconomic vargsleh as output and consumption is driven
by conventional technology shocks. However, contractiptechnology shocks are important to un-
derstand the variation in labor productivity and produttioputs. In addition, these shocks trigger
different reactions of certain variables, which can helplaix why existing evidence on technology
shocks does not deliver clear results. In a small theotetcael, which is consistent with our iden-
tifying restrictions, we argue that the contractionaryhtemogy shocks are different from existing
technology or non-technology shocks in the literature. \§e provide an economic interpretation of
these shocks that is motivated by anecdotal evidence oegsdanovation and the effects of rational-
ization.

We present time-series evidence for expansionary andamiainary technology shocks that is es-
timated from a structural VAR with a combination of zero angnsrestrictions in the short- and
long-run. Our starting point is the original identificationGali (1999) in which technology shocks
are the only shocks that affect labor productivity in thegenn. Labor input is measured as total
hours worked and incorporated in first differences into tR&kVThis way, we are choosing a spec-
ification that has generated results in favor of contraetipriechnology shocks. Based on this, we
then assess whether expansionary technology shocks phsy far aggregate dynamics in this setup.
More precisely, we extend Gali’s restriction by allowingot shocks, rather than one shock, to be
technology shocks with a positive long-run effect on labordoictivity. Out of these two shocks,
we assume that expansionary technology shocks affect hoansed positively and contractionary
shocks affect hours negatively in the short-run.

We find a sufficient number of responses that satisfy our ity&mg restrictions, indicating that what

The early RBC literature argued for contributions of tedogg shocks to fluctuations in aggregate output as high as
70%, see Kydland and Prescott (1991). More recent studieb,as Altig et al. (2005) and Chari et al. (2008), found lower
values, but typically not below 25%.

2This result was the starting point of the debate around theabed 'hours puzzle’. Since a negative response of hours
worked to a positive technology shock runs contrary to theadyics of a conventional shock to total factor productivity
in a real-business-cycle model, Gali’'s empirical obswmehas been taken as evidence in favor of New Keynesian Isiode
in order to explain the aggregate dynamics in the data. Lsiteties that either support or challenge this result irelud
Francis and Ramey (2005a), Francis and Ramey (2005b), @ata}. (2008), and Chari et al. (2008) among many others.
Based on alternative evidence, Basu et al. (2006) have aedwke question 'Are technology shocks contractionary?’
positively.



has been identified and interpreted as technology shocke iexisting literature can be described as
an amalgum of two, orthogonal components with quite distimsiness cycle properties. Expansion-
ary technology shocks trigger the dynamics familiar in a R®Gtext: an increase in hours, output,
investment and consumption. Contractionary technologglehlead to a fall in hours worked, invest-
ment and output (the last insignificantly). Contractionaipcks further induce a strong increase in
compensation, but a fall in the rental rate of capital.

Even though labeling them technology shocks in the empipagt, we are really agnostic about the
interpretation of these shocks. Depending on the theatetiewpoint, these shocks could equally
be referred to as persistent preference or demand shocksdarple. Moreover, they could be in-
terpreted in a Real-Business-Cycle or New Keynesian frammewespectively. In the RBC world,
shocks to technology enhance productivity of inputs emgaiolpy raising the average and marginal
product of labor and capital. As an optimal reaction, firmshwio employ more labor and capital.
As Gali (1999) pointed out, nominal rigidities can limietfirm’s ability to increase sales, such that
factor inputs can fall in the short run. In the long run, hoamrwptimal factor input will be unambigu-
ously higher, which is not in line with our empirical resulits contractionary technology shocks. We
develop a simple dynamic general equilibrium model to anghg our evidence for contractionary
technology shocks is not in line with the existing explamiagi and present an alternative view on these
shocks which is quite distinct in nature and reduces ther@tfactor input despite the firm’s ability
to freely set prices.

Our interpretation corresponds in broad terms to what isnsonmly understood as 'rationalization’.
There is a lot of anecdotal evidence of firms or whole sectolsecing efficiency by redesigning
their business processes and cutting costs. Increaseémtfianay stem from changes in managerial
skill, but also from sources external to the firm, such as @ibaiscy services. Productivity is typ-
ically increased by these operations. It is not the casegehery that production is expanded given
the existing resources. Instead of producing more with éimeesinput factors, these improvements in
organization and processes rather focus on producing attheosame amount with less inputs, i.e. at
lower costs. In terms of economic language, the averageuptad labor and capital increases while
their marginal productiecreaseswhich implies that the marginal unit of capital or the maajihour

is made redundant. The workload previously done by this makrgvorker can be reallocated to the
remaining ones, due to their increased efficiency. The samalid for capital goods. As a reaction,
either these marginal workers are then dismissed, or awdragrs worked are reduced. Innovations
to business organization and processes shift and rotatalibeand capital demand curves simulta-
neously. In our view, traditional TFP shocks are bettereslitb capture innovations to technologies,
such as computers, which enhance general productivity lsréfore shift the labor and capital de-
mand curves upwards.

In order to model the process of rationalization, we int@lthe concepts of managerial, or 'span-
of-control’ technology in our model. Relative to a textbestigle RBC model, only the production
function is changed. Managerial technology acts as a neut fiaptor to production, enhancing pro-
ductivity of all employed factors, similar to TFP. Additialty, a supervision technology determines
the intensity with which supervision can be conducted. Agréase in this technology triggers a
process restructuring, concentrating more efficient sugien on a smaller number of employees.

3Many consultant firms base their success on guiding firmsstrueturing and cost cutting. McKinsey describes its
activities in a case study on its homepage as "The strategyresl that the company focus on core products, operate at 20
to 40 percent lower cost than competitors, and eliminatébases that were inconsistent with the new direction.”theo
case study gives a similar description of its strategy:otir..team scrutinized the company’s operations and ideditifie
multiple cost-reduction opportunities, which would invelconsolidating plants...” Common to these examples ifatigs
on cutting costs, with a possible reduction of activity.



This restructuring implies that worker’s labor input is uedd, leading to falling average hours and
investment. Hence, an increase in this 'span-of-conteathtology triggers a restructuring of busi-
ness procedures that can be interpreted as rationalizatioreasing the intensity of supervision and
a at the same time reducing worker’s labor input enhances |adoductivity. The theoretical model
implies different reactions of macroeconomic aggregatafiocks to conventional expansionary tech-
nology on the one side and shocks to supervision technolomytractionary technology shocks) on
the other. Most prominently, while both shocks increaserdadoductivity in the long run, the reac-
tion of factor input is opposite after these two shocks, ardraline with the corresponding empirical
responses.

The remainder of this paper is organized as follows. SeQi@xplains the empirical identifica-
tion strategy and documents business cycle dynamics oheigeary and contractionary technology
shocks. Section 3 describes the theoretical model withasfoa our concept of contractionary tech-
nology shocks. Section 4 concludes.

2 Time-Series Evidence

2.1 Identification and Specification

Identification The evidence we provide on expansionary and contractioteafynology shocks is
based on a structural VAR with a combination of long-run zand long-run and short-run sign re-
strictions. Generally, structural identification invadvénding a mappingd of the residuals from a
reduced form VAR into structural residuals such that thesel® interpreted as structural shocks in
(a class of) models. More precisely, the relationship betwtbe structural and reduced form residuals
is e; = Av, which induces thatl¥, A’ = Q is the reduced form variance-covariance matrix.

In order to pin downA uniquely, we assume that the structural shocks are orttadgoeormalize their
variance to oney. = I, and impose our identifying restrictions:

1. Technology shocks are the only shocks that are allowefidotdabor productivity in the long-
run.

2. Technology shocks affect labor productivity positivalythe long-run.

a. Out of these, expansionary technology shocks affecshmsitively in the short-run.
b. Out of these, contractionary technology shocks affeat$ioegatively in the short-run.

Note that restriction 1 corresponds to the long-run zerticisns employed to separate technology
and non-technology shocks as in Gali (1999). Note that i@aiitifies two (groups of) shocks, while
we seek to identify three (groups of) shocks, two with a lomg-effect on labor productivity (the two
technology shocks) and one with no long-run effect on lalbodpctivity (the non-technology shock).
In order to obtain two shocks with a long-run effect on labarductivity, we need to add at least a
third variable to Gali’'s minimal bivariate VAR. That is, wee the additional degree of freedom of the
extra variable to impose an additional sign restrictionamdf the zero long-run restrictions in order
to separate expansionary from contractionary technolbggks. Note that this also means that we
can not exactly nest the Gali shocks in our framework, kaitttre sum of the two types of technology
shocks should be a good approximation of the originally tified Gali shocks.

The restriction that technology shocks are the only shdeisdffect labor productivity in the long-
run holds in a large class of models and the resulting tedgyoshocks are often interpreted as
encompassing any effect that shows up as total factor ptiwdycThere exists some doubt about the



interpretation of these shocks as aggregate neutral texgynehocks. Examples include technolog-
ical shifts between sectors, identified as investmentiipaechnology shocks by Fisher (2006), or
demand shifts in favor of more productive inputs such aseskiabor, identified as skill-biased tech-
nological change in Balleer and van Rens (2009). Furthefepence shocks or, more generally, labor
supply shocks that are permanent or at least very persisa@naffect long-run labor productivity as
well. Even though we label the estimated shocks technolbgglks in the identification, following
Gali’s convention, we are agnostic about their interpi@taat this point, and turn to this matter in the
next section.

In order to implement our identifying restrictions, coraida VAR in which labor productivity and
hours worked are ordered first. In the baseline specificati estimate small VARs with three
variables, adding different variables to labor produttiand hours worked in turn. Let

o
Y = Z D;v;_;
i=0

be the moving average representation of these VARs in whiekdt are linear combinations of the
estimated VAR coefficients for different lags. Then, we irs@mur identifying restrictions on two
matrices, the short run matrit and the long-run matrix.. These two matrices are linked via the
infinite horizon forecast variance which is given by

For estimates of2 and ®;, we now use a Cholesky decomposition of the infinite horizmnedast
variance to obtain a candidate matrix fbland henced. We can now rotaté, and A around the unit
ball using Givens rotations. In our three-dimensionalaystthere are three Givens rotations

cos(f) —sin(6) O cos(¢) 0 —sin(e)) 1 0 0
Q12(0) = | sin(0) cos(0) 0 |, Qu3(¢¥) = o 1 0 ;Qaz = ( 0 cos(¢) —sin(¢) |,
0 0 1 sin(¢¥) 0  cos(y) 0 sin(p) cos(¢)

whered, 1 and¢ lie betweend and2z. Multiplying these three rotation® = Q12 - Q13 - Q23 One
can describe any point on the unit ball such that any rotaifah satisfies thal. QQ’ L’ describes the
long-run forecast variance and simultaneously rotatingjves AQQ' A’ = Q.

Next, we want to impose our identifying restrictions. Imipgsthe long-run restrictions is equivalent
to setting all but the first two elements of the first row in thatnx of long-run effects to zero. If

is given by a Cholesky decomposition of the long-run vargrte long-run restrictions are satisfied.
We now want to rotatd. such that these long-run restrictions remain valid. Thislwaachieved by
settingy = 0, i.e. by rotating along two out of the three dimensions oRgtating along these two
dimensions, we then check whether our sign restrictionsatrsfied.

As in Peersman (and similar to Uhlig (2005)), our VAR is estied in a Bayesian framework. We
estimate the reduced form VAR with a flat prior for which thedia@ corresponds to the OLS estimate.
For each of 100 draws of the posterior distribution of theuosdl form VAR coefficients, we calculate
the long-run forecast revision variance. From this vamgnge obtain the Cholesky factdr as a
starting point. Along a 20x20 point grid férand¢, we then rotatd. and calculate the corresponding
matrix A. We then check our sign restrictions and keep the draw if #ieysatisfied, we do not keep



the draw in case our sign restrictions are not satisfied. Wgate the impulse responses for all draws
that satisfy the sign restriction and report the 16th ant §étrcentile from the resulting distribution
as confidence intervals. Our point estimate correspondstmedian of the posterior distribution of
the impulse responsés.

Specification Estimating the reduced form VAR coefficients, we incorperdtlags of variables
into the VAR as is usually done with quarterly data. We usertguig U.S. time series data rang-
ing from 1947:1 to 2004:4. Our baseline specification inekithbor productivity and hours worked,
taken from the nonfarm business measures from the BLS. We¢heandeduct the dynamics of out-
put from the productivity and hours dynamics. We add a thadable to the VAR in turn. Fixed
nonresidential investment and personal consumption ekjpeas are taken from the NIPA data pro-
vided by the BEA. We further include the relative price oféstment as an additional control in our
VAR. The price data is the quarterly series generated byeFi&006) that is based on the measure
of Cummins and Violante (2002).All series are seasonally adjusted. For all of the serielsidiec]

in our baseline VARs, we cannot reject the existence of anooit in a standard ADF test. This is
why we include all variables in first differences in our VAReWan further statistically reject cointe-
gration between these variables, specifically betweenuropson, investment and output as well as
compensation and productivity.

In Section 3, we develop a model with expansionary and cctndreary technology shocks, where
we interpret the latter shocks as the theoretical countisrpa our estimated shocks in this section.
We argue in favor of our interpretation and against inteénmpgethe contractionary shocks as, e.g.,
technology shocks under nominal rigidities or permanerfgrence shocks. In order to back this
interpretation, we consider two additional variables aochpare the effects of the two shocks from
the model and the data. More precisely, we add wages andahmterest rate to our baseline VAR,
one at a time. Wages correspond to the BLS nonfarm busineasumefor compensation. The real
interest rate is calculated from the nominal (3MTB) intérese and the inflation rate (based on CPI
data from NIPA).

2.2 Evidence

Impulse-responses Figure 1 shows estimated impulse-responses to the idehtikipansionary and
contractionary technology shocks. The responses of latmugtivity and hours worked to both
shocks exhibit the identifying assumptions. The respow$dabor productivity, hours and output
in this figure correspond to the ones from the estimation with relative price of investment as
a third variable. The responses remain very similar if othénd variables are added to the VAR.
After a expansionary technology shock labor productiityurs worked, output, and investment all
increase significantly. After a contractionary technolsggck, labor productivity increases and hours
worked fall. Investment falls and output does not reactificantly. After a expansionary shock,
compensation increases, while the rental rate does ndtsigadicantly. Compensation also increases
after a contractionary shock, while the rental rate fallsssantially and persistently. The results have
been checked for robustness along a number of dimensiong tNat summing up the responses
of these two orthogonal shocks delivers similar resultshtechnology shocks identified with the

4Addressing concerns by Fry and Pagan (2007), the resultsdquoint estimate are very similar if we compare them to
a measure that uses the OLS estimate of the VAR coefficiealtmjlates and rotates the corresponding impulse responses
and reports the median of the draws that satisfy the sigrictshs.

5The series by Jonas Fisher was extended by Ricardo DiCee&idh&k both for making their data available.



Figure 1: Impulse-responses to expansionary and cordraati technology shocks

A. Expansionary Technology Shocks
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Notes: Quarterly responses in percent to a positive orraatd-deviation shock. Confidence intervals are 68%
Bayesian bands.

original Gali identificatioh. Figure A-2 in the Appendix further provides additional pesses of
the relative price of investment and consumption to the ®athmology shocks. The relative price
of investment does not react significantly to either of the stocks indicating that these shocks
should not be interpreted as investment-specific techgabgcks as in Fisher (2006). Consumption
increases strongly and significantly after an expansioshaogk and does not react to a contractionary
technology shock. The Appendix further discusses robastmath respect to the specification such
as omitted variables, structural breaks, etc.

Variance decomposition How important are these shocks over the cycle? Table 1 sHuveatri-
ance decomposition of the variables in the VAR to the twotified shocks. Both shocks explain a
large amount of the business cycle fluctuations in prodigtand hours. The expansionary shock

5See Figure A-1 in the Appendix



is more important for productivity in the short run, the gactionary one in the long run. The con-
tractionary shock explains about 50% of the impact respohkeurs worked, while both shocks are
about equally important for hours in the medium and long-rs already indicated by the impulse-
responses, the expansionary technology shock explainsrgest part of investment, consumption
and output fluctuations. Still, the contractionary shocglaixs just above 10% of investment fluc-
tuations. Not shown in the table, neither the expansionbogls nor the contractionart shock are
very important for the cyclical fluctuations of the relatidce of investment, indicating that this de-
composition is not closely related to previously identifisdestment-specific and neutral technology
shocks.

To summarize, what has been identified and interpreted bed@gy shocks in the existing literature
can in our view be described as a mixture of two, orthogonaipmnents with quite distinct business
cycle properties. Next, we develop a small-scale RBC magleing an interpretation of the two
different technology shocks.

Table 1: Variance Decomposition for expansionary and eatitthary shocks

Variable Horizon Horizon
1 8 16 32 1 8 16 32
Expansionary shock Contractionary shock
Productivity 65.09 45.28 39.05 35.53 23.64 49.23 57.97 63.02
(29.2,92.6) (18.7,77.3) (14.0,71.9) (11.2,69]1)(2.3,53.1)  (19.7,73.9) (26.2,82.3) (29.8,87.0)
Hours 10.31 27.13 28.46 29.16 49.64 27.92 25.93 25.24
(0.8,39.3)  (7.9,60.6)  (8.0,63.4)  (7.9,65.0) (22.7,81.9) (6.9,62.9) (5.6,61.1)  (4.8,60.9)
Output 62.57 58.97 60.65 61.61 5.07 6.44 6.31 6.17
(32.6,88.8) (29.0,86.5) (29.2,87.6) (29.3,8814)(0.5,21.4) (1.3,24.3)  (1.1,23.7)  (0.9,23.6)
Investment 16.35 37.06 40.78 41.53 5.23 15.94 13.84 13.20
(1.5,58.7) (11.0,68.1) (12.9,73.0) (13.0,74[)(0.5,20.8)  (2.4,45.1) (1.9,43.2)  (1.6,42.7)
Consumption 24.17 62.82 62.84 62.78 6.59 7.35 7.72 7.81
(2.7,71.6) (14.8,87.0) (14.1,87.9) (13.7,88[1) (0.6,24.7) (1.3,22.5)  (1.3,24.0) (1.1,24.8)
Compensation| 17.93 29.95 30.78 30.84 6.23 21.31 23.82 24.67
(1.6,64.0) (4.5,73.6) (4.0,73.4) (3.7,73.8) (0.525.7)  (3.953.7) (3.6,57.0) (3.5,58.9)

Notes: The values for the displayed shocks and the (omitesijlual disturbances add up to 100 for each variable at
each time horizon. The point estimate is the median, the d@ende intervals are 68% Bayesian bands from the posterior
distribution. All numbers are percent.

3 Model

3.1 A Model with rationalization

In order to interpret our empirical findings, we use a textbtype small RBC model, with a modifi-
cation of the production function. The closed economy isibited by a representative household and
a representative firm. The household consumes, supplietypgs of labor, and accumulates capital,
which it rents to the firm. The firm uses a production technphlagh the input factors capital, labor,
and management to produce a final good, which can be usedrfsuieption or investment.



Firms The only innovation of the model lies in the production fuost Additional to the stan-
dard input factors capital and labor, we assume that managteis needed for the organization of
input factors. The task of this new input factor is to desigerational schedules and to structure
business processes, thereby avoiding idle resourcedapperg responsibilities and similar ineffi-
ciencies. This production function is related to what Lud#¥8) has referred to as "span-of-control”
production. We share the idea that managerial technologypi®duction input additional to a con-
ventionally modeled production technology, here the uSadlb-Douglas relationship between capital
and labor input. Different from Lucas, and in a quite different framework, plan to assert the role
of management for the business cycle. The production fomési given by

Y, = ANM, " K (A L) 1 1
t—<W> (K (AL)' ™, 0<n< (1)
where L is worker’s labor input. The ratid/; /K (A;L;)'~* determines how many capital-labor
units one manger has to supervise. We assume that the magrigyer)/ has to grow with the
other input factors in order to maintain constant returnsdale, such that coefficients of all input
factors sum up to on®.Two parameters determine the efficiency of management. ®orib hand
the multiplicative managerial technology, ; states how many labor-capital un#&* L'~ a single
manager can supervise without reducing efficiency. With adfisumber of managers, increasing
capital and labor yields decreasing returns to scale beagarh manager has to supervise more units.
By how much efficiency is reduced, i.e. the degree of the deang returns to scale w.r.t. and

K, depends on the intensity of supervision and is measureg Byhis parameter hence represents
'span-of-control’ technology, that determines the intgn&ith which supervision can be conducted.
A innovation ton therefore allows to focus on supervising a smaller numbegnoployees more
efficiently, allowing the firm to reduce factor input withorgducing total output (see below in the
impulse-response functions). This 'span-of-controlhiealogy can thus also be understood as labor-
and capital-saving technology. For a given set of technegonsisting of standarlF'P, man-
agerial technologyl,, ;, and 'span-of-control technology;, the firm employs the optimal amount of
capital, labor, and management. The first-order conditidribe firm are

Y;
Wy =(1-a)1- m);} )
Y,
WtM = ntﬁi, (3)
Y;
re=a(l — Wt)ft — 9, (4)
t

with r; being the real interest ratél/; worker's wage WM the managerial wage, addhe depreci-
ation rate. The firm takes factor prices as given. Figure dahges these first-order conditions for
worker's labor (or capital) input for a given nhumber of maaey On the axis are log factor input
and the log factor price. A standard TFP shock pushagwards, thereby increasing factor demand

"The concept of managerial skill as production input has atmmht large attention in the international economics
literature, e.g. Burstein and Monge-Naranjo (2009).

8The standard case without managerial input is nested bingett= 0. Note that one can also rewrite this pro-
duction function as a general constant returns to scaleuptimh function with capital and two types of labor input
Y, = M (K?(AtLt)lfa)k". We argue that two types of labor input are necessary to exila estimated responses in
the data, in contrast to Rios-Rull and Santaeulalia-isl¢p010) as discussed below. One could also think of diffenays
to combine the three production inputs, €}§.= K/ (M{’(AtLt)l”')lﬂ as in Balleer and van Rens (2009). One can
show that in this case, investment does not fall after a stmglcontrary to our estimated responses.



on all levels. A positive shock to 'span-of-control’ tecthogy potentially also increases if good
supervision is in place, but rotates the demand c@irifethe impact onY; is not too large, optimal
factor input of worker’s labor and capital is actually reddc Demand for managerial input typically
increases. However, given that management’s hours areelative to worker's hours, this effect is
dominated by the decrease in worker’s labor.

Figure 2: Factor demand before and after a standard and ctiohary technology shock.
Factor Price

Factor Supply

| " TFP Shock
N Factor Demand

\Contractionary Shock

Factor Input

Households The representative household maximizes lifetime utility
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whereC} is consumption, respectively. In doing so, it has to obeyi@s®ef period budget constraints
Ci+Kip1=1+r) Kt + Wi Ly + WtMMt + 1, ©)

with TI; representing potential profits of the firms, which are owngdhle household. The resulting
first-order conditions are the familiar Euler equation

Cr 7 = BE(1+1141)CT, (6)

®Increasing the intensity if bad supervision prevails (tow ka value ofM; /K§(A:L;)*~*) can of course decrease
performance.



and a labor-leisure trade off

CroWy = b LY, Cr WM = by M. @)

Equilibrium  In equilibrium, all markets clear. Hence, labor supply (faorker’s labor and man-
agement), defined in (7), equals labor demand in (2) and tbdsgmarket clears

Y; = Ct + Kt-l—l - (1 - (5)Kt (8)

We focus on the effects of a changingdpy assuming that the factor-saving technology evolvesgs lo
exogenously according to a simple AR(1) process

_ .Pn
M+1 =M €ty

with ¢, being a i.i.d. shock with mean one. Also conventional TFRPetogy in logs follows an
AR(1) process
At+1 = AfAI/t.

Note that in the model and the empirical estimation we reragitostic about the occurrence of shocks
to conventional TFRA. Moreover, we could also allow for investment-specific temlbgy and other
shocks as discussed below. All of these shocks satisfy #mifgding assumptions of expansionary
technology shocks, but are distinct to the contractionachmology shock, the focus of this paper.

Calibration The baseline parameters used for the simulation of the nasdedummarized in Table
2. The parameter is set to unity to guarantee balanced growth (note that weiamglating extremely
long-lasting impulse-responses). The Frisch elastiditaluor supply was estimated between 1/3 and
1/2 by Domeij and Flodén (2006). We ude= 1/2. The parameters;, is chosen such that steady-
state hours are one third of total time endowment. The digiciactor implies an annual interest rate
of four per cent. We set such that the capital shafé—»)a = 1/3 in steady state. Using information
about hours worked and wages from managers and non-mariegerthe Current Population Survey,
bys is chosen such that the total hours of managers are 17% ofevimhours, as found in the data.
Regarding the steady-state value of managerial technoiddythere is no clear correspondence in
the datal! We therefore normalizel™ M to unity. The steady state value gfs set such the relative
wage of managers is 1.5 times the worker’s wage, as obsentbd CPS data. The autocorrelation of
shocks ta is set to 0.999, since we are interested in the long-runtsftga change iny. Steady-state
TFP is normalized to unity.

Impulse-Response Functions to Shocks to Factor-saving tamology Figure 3 shows the re-
sponses of several variables to a unanticipated, one-tiaekston of 3.5 percent, such that the
impact response of total hours worked is the same as in our ®Rcise. A higher intensity of
supervision lead to enhanced efficiency of capital-labdtsuaiready in place. At the same time, man-
agers have less capacities to supervise new employeesifiecgrdly, the efficiency of supervision
can be enhanced by reducing factor input and concentratipgrgision on a smaller number of em-
ployees. Hence, labor and investment fall after such a stascthey are substituted by re-organizing
production. While the real interest rate falls, howeveg, Wage increases. Both reactions correspond
to the estimated responses. This due to the pre-deternasgdr capital. Its marginal product cannot

[Data description still missing.]
e seek to further explore the microdata to calibrate thiamater in the future.
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Table 2: Baseline calibration of the model

Parameter Value Calibration Target
Coefficient of rel. risk aversion o 1 Intertemp. elasticity of subst. 1
Labor supply coefficient v 1/2  Frisch Elasticity 1/2
Parameter in UF by 5.18 Labor supply in SS 1/3
Discount factor 5 0.99 SSinterest rate 4%
Parameter in PF «a 0.38 Capital share 0.33
Parameter in UF by 18.82 M/L 0.17
Span of control technology SS 7  0.136 WM /W 1.5
Autocorrelation ofA pa 999 Close to unit root

Autocorrelation ofA™ pu 999  Close to unit root

adjust as quickly as the one of labor. According to equatin g fixed capital stock with a hardly
changing output reduces the rental rate after an increasedn the other hand, labor adjusts quickly,
with hours falling. The raises the marginal product of lalsoich that we can observe an increase in
the wage, see equation (2). Output falls mildly, since marelwe produced with an higher intensity

of supervision, but input factors fall at the same time.

Impulse-Response Functions to Shocks to Total-Factor Pragttivity
effects of factor-saving technology shock to standard Ti&elss, Figure 4 plots the responses of the
same variables as in Figure 3 after an unanticipated 1% gbotkin period 1 {/; = 1%). We assume
an AR(1) process for TFP with an autocorrelation coefficard.999 as well. The resulting impulse-

Figure 3: Impulse-responses to a contractionary techgadbgck

Labor Productivity Output Hours
-0.2 -0.2
\ 03 \ ~04 /
-0.4 -0.6
0 5 10 15 20 0 5 10 15 20 0 5 10 15
Consumption Investment Wage
-1.5 1
\ ) /
0.5
25 \
-3 0
0 5 10 15 20 0 5 10 15 20 0 5 10 15
Capital Rental Rate Management Hours
0 2.1
-0.5 / 2 /
-1 1.9
0 5 10 15 20 0 5 10 15 20 0 5 10 15

Notes: Horizontal axis denotes quarters, vertical axisvstiog deviations from steady state.
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response functions are well-known from frictionless RBCdels. The most prominent difference
to the contractionary shock is the reaction of hours worladl (the real interest rate). While the
contractionary shock reduces employment, a positive TRBvition triggers a surge. Consumption
increases after both shocks due to the increased efficig@ayput clearly rises after TFP shocks,
while it does not react very much after contractionary skock

Figure 4: Impulse-responses to a TFP shock

Labor Productivity Output Hours
0.8 0.75 0.4
0.6 / 0.7 0.2 \
0.4 0.65 0
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
Consumption Investment Wage
1 2 0.8
05 // 15 \ 0.6 /
o] 1 0.4
o] 5 10 15 20 o] 5 10 15 20 0 5 10 15 20
Capital Rental Rate Management Hours
1 1 0.4
05 05 \ 02 '\
o] o] 0

0 5 10 15 20 0 5 10 15 20 0 5 10 15 20

Notes: Horizontal axis denotes quarters, vertical axisvstiog deviations from steady state.

3.2 Discussion

The above newly introduced contractionary technology kfidacrease labor productivity in the long
run and lower hours worked in the short run. However, possiblocks which induce the same dy-
namics are technology shocks under sticky prices, prefershocks, investment-specific technology
shocks, labor-share shocks, and shocks to the income taw, ldag-run labor productivity depends
only ona,o,V¥,5,9,b, M, A, n, the price of investment goods, and the income tax (therlaite
variables are introduced below). Permanent TFP shocks mameghe long run (which has the same
effect as permanently shocking), contractionary technology shocks affectinvestment-specific
technology shocks change the price of investment goodspiadax shocks affect the income tax
rate, while permanent preference shocks can be interpestedchange in. All shocks can lower
hours worked in the short run, as will be shown below. In thiefang, we ensure that our estimated
shocks can be interpreted as documented in the model, bintpak the predictions of these shocks
for other macroeconomic variables and comparing theseetefpirical responses to contractionary
shocks. We thereby argue that the contractionary techpabgcks dominate the dynamics of our
empirically identified shocks.

Technology shocks under nominal rigidities Gali (1999) identifies technology shocks via an long-
run restriction on labor productivity and shows that houwked fall in response to the identified

12



shocks. He interprets these results in favor of a New Kegmnesiodel. In order to simulate the
effects of technology shocks under nominal rigidities, weaduce monopolistic competition and
sticky prices in our model. In doing so, we follow Gali (20@8it keep capital in the model. To close
the model, we assume a standard Taylor rule of the type

it = dnTt + Gy,

with = denoting inflation and the nominal interest rate. Hats represent log deviatioms fsteady
state. We use the following values for parameterizing theetary policy ruleg, = 1.5, ¢, = 2.5/4,

and an autocorrelation for the monetary policy shock of @/8.furthermore assume that each period
80% of firms cannot reset their prices. This parameterizacchosen such that hours falls after a
conventional TFP shock. If hours increase, there would bpassibility to confuse this shock with
the contractionary shock. The reaction of the variablemt#réest to a positive 1 % shock to TFP
is plotted in Figure 5 with red dashed dotted lines. Focusimghe differences to the reactions to a
contractionary technology shock, depicted by black sdfield, output increases much more and hours
react little. Most importantly, investment and the renédérrise. This is not the case for our identified
contractionary technology shocks, showing that theseiatiact shocks.

Preference shocks In order to include preference shocks into the model, dssti$or example in
Uhlig (2004), we change equation (7) to

C7 oW = e“bLy

such that a preference shockreduces labor supply. We assume thdbllows an AR(1) process
with an autocorrelation coefficient of 0.99, since we arerested in the long-run effects of (almost)
permanent shocks. The response of the usual variables toiariation tov; is shown in Figure
5 by blue dashed line. Comparing again with the responsesctmi@@actionary technology shock,
labor productivity turns negative in the long-run (not simowv the graph). This is in contrast to our
empirical findings for the contractionary technology shock

Investment-specific shocks Fisher (2006) finds that also an investment-specific shagdyers a fall
in hours. To ensure that we do not confuse this kind of shodis our contractionary shocks, we
introduce the relative pricg; of investment goods into the setup of the above described RBdz|
via the budget constraint (5) in the following way

Ci+pi K1 =1 — O)pi K+ (1 — 1) [re Ky + Wi Ly + WM M, + 11, 9

where the income-tax will be discussed below. The capital-Euler equation chamgerespondingly,
and the goods-market equilibrium (8) becomes

Y; = Ci +piKipr — (1 = 6)pe K.

Figure 6 plots the reaction of the economy to a unexpectaghhhiautocorrelated (coefficient of
0.999) decrease in:. The lower relative investment price increases hours,simrent, and the real
interest rate, in contrast to our empirical finding for thatractionary shock. We therefore argue that
investment-specific shocks are different in nature conthréhe contractionary shock.

13



Figure 5: Impulse-responses to different shocks

Labor Productivity Output Hours
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Notes: Horizontal axis denotes quarters, vertical axisvsilog deviations from steady state. Black lines:

contractionary technology shock. Red dashed-dotted:lcms/entional TFP shock under sticky prices. Blue
dashed lines: preference shock.

Labor-share shocks Rios-Rull and Santaeulalia-Llopis (2010) propose aed#ifit shock: changes
in the steady-state labor share. We incorporate this shookii model by extending the production
function (1) as follows

Y, = K" (A L)'=,

i.e. we allow the labor share; to be time varying. Figure 6 plots a highly autocorrelatedifpge
shock toa;. Because after the contractionary shock, hours workedafalllabor productivity rises.
Investment, however, increases because of the highermaamgoduct of capital. This stands in con-
trast to the theoretical prediction of contractionary #sognd our corresponding empirical findings.

Income-tax shocks Mertens and Ravn (2010) argue that permanent income-taksitan be con-
fused with technology shocks, as they also impact on labmdtgtivity in the long run. Again, Figure
6 plots the reaction of our model to a highly autocorrelateock to the income tax;, in the above
budget constraint (9). In order to increase labor proditgtin the long run, we have to consider a
negative income shock. By this, the capital stock increases time, thereby enhancing labor pro-
ductivity. A negative income-tax shock, however, leadsrtarerease in hours worked in the short
run, in contrast to our identifying assumption and findingsthe contractionary technology shock.

4 Conclusion

[STILL TO BE DONE]
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Figure 6: Impulse-responses to different shocks

Labor Productivity Output Hours
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15

0.5
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Notes: Horizontal axis denotes quarters, vertical axisvstiog deviations from steady state. Black solid lines:
investment-specific shock. Red dashed-dotted lines: Ishare shock. Blue dashed lines: negative
income-tax shock.
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A Robustness and Additional Evidence

Comparison to Gali identification Figure A-1 compares the responses to a technology shock that
is identified with the standard Gali assumption on the Inngeffect of labor productivity only with

the sum of conventional and contractionary technology lshod@ he graph depicts the fall in hours
worked after a Gali-type shock that has triggered a livadpade in the macroeconomic literature.
Gali-type shocks have important effects on output anduwopsion and have hence been interpreted
to matter a lot for macroeconomic fluctuations over the mgsncycle. While the sum of our two
shocks delivers a higher response of all three variabldsettvio technology shocks, it still serves as

a good approximation of the original Gali shocks.

Figure A-1: Comparing responses from Gali and sign ideatifin

A. Gali Technology Shocks
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B. Sum of Conventional and Contractionary Technology Shock
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Notes: Quarterly responses in percent to a positive ometatd-deviation shock.
Confidence intervals are 68% Bayesian bands.

Robustness of the results to the specification We have checked the robustness of the results to
various specifications. Addressing the discussion abeuhdlirs puzzle, we can show that our results
are robust if we include hours in levels in the specificatife have also checked that our shocks look
alike if different third variables are added to the speciiiza Most of the responses stay significant
if we consider 90% instead of 68% error bands; the excep#soatinat the fall in investment after
contractionary technology shocks is no longer significarthie long run, but still significant in the
medium run. We further added more potentially omitted \@es to the VAR such as profits, inflation,
the real interest rate and variables assessing reallacatith as worker and job flows. Finally, we can
show robustness if we specify a larger VAR with more thandtvariables. The difficulty in this case
is that we need to add more restrictions for a meaningfultifiesition of shocks, we do so by adding
more long-run zero restrictions. [ADD A FIGURE TO ILLUSTRAIROBUSTNESS]
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Additional variables Figure A-2 shows additional responses of consumption amddaiative price
of investment to expansionary and contractionary teclgyosthocks.

Figure A-2: Additional responses to expansionary and estitthary technology shocks
A. Expansionary Technology Shocks

Consumption Investment Price

-1 -2

B. Contractionary Technology Shocks

Consumption Investment Price

Notes: Quarterly responses in percent to a positive ormedatd-deviation shock. Confidence intervals are 68%
Bayesian bands.
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Historical decomposition Figure A-3 plots hours worked in first differences over tinktere, the
black line shows the actual hours series, while the blue plioés hours worked that are driven by
expansionary shocks only and the red line plots hours watatdare driven by contractionary shocks
only. One can see that different booms and recessions aendy different shocks. In particular,
expansionary shocks become less important for hours wated1980, i.e. the Great Moderation.

Figure A-3: Historical decomposition of hours

-4 . . . . .
1950 1960 1970 1980 1990 2000 2010

Notes: Hours worked in first differences: Black line, hoursy@h by expansionary shock: blue line, hours
driven by contractionary shock: red line
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